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Abstract 

 

One’s mental health instability can hinder the individual’s life that leads to 

various health issues, like depression and anxiety that in turn results in mental 

imbalance or severe psychological instability. This psychological instability 

can lead to bipolar disorder. There are various reasons affecting one’s mental 

well-being, the reasons can either be modifiable or non-modifiable. Bipolar 

disorder causes changes in a person's mood and energy. People will experience 

intense emotional states because of disorder. Proper diagnosis and treatment 

is required for the people with this disorder which lead to healthy and active 

lives. Determination of this psychological instability can be predicted using 

machine learning and deep learning algorithms and the accuracies will be 

compared for the same. The dataset used is a survey based real time dataset 

which identifies the everyday activities and conditions of various individuals. 

The survey questionnaire consists of various questions determining the stress 

and psychological feelings among the individuals. This dataset is used in 

training the models to determine the prevalence of any psychological 

instability. Comparison of various bipolar classification methods with their 

performance accuracy against the real-time dataset is done. Detection of 

psychological instability plays a key role in reducing the risk of severity. 
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I. Introduction 

A wide variety of mental health conditions—disorders that impact your emotions, 

thinking, and behavior—are referred to as mental illnesses, sometimes known as mental 
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health disorders. Depression, anxiety disorders, schizophrenia, eating disorders, and 

compulsive behaviors are a few examples of mental illnesses. Many people 

occasionally experience problems with their mental health. However, a mental health 

issue turns into a mental disease when persistent symptoms put you under a lot of stress 

and impair your capacity to perform daily tasks. Stress levels are rising as a result of 

modern lifestyles and ongoing work demands. As a result, many people experience 

mental disorders, which cause psychological issues. One of these, bipolar disorder, is 

one of the most incapacitating conditions, with alternating stages like manic and 

depressive moods rather than merely pleasant or terrible feelings. Mental health issues 

place a heavy burden on both individuals and society and have a considerable negative 

impact on many facets of life, including family, career, quality of life, and the larger 

social environment. [2–4, 19]. 

 

 
 

Figure 1.1: Cases of Depressive Disorder (in millions) by WHO region 

 

 

According to the World Health Organization (WHO), depression is the most common 

mental condition, affecting more than 300 million people globally. Because of the 

severity of the problem, many health researchers have chosen to concentrate their 

research in this area. Fig.1.1 shows the statistics of cases of Depressive Disorder (in 

millions) by WHO region. Conditions, for example, stress and nervousness would all 

be able to influence mental health and disturb an individual's everyday life. According 

to epidemiological research, 13–20% of children and adolescents globally suffer from 

mental health issues. [6, 8–10]. The primary factor contributing to children and 

adolescents' health-related disabilities worldwide is mental health issues. [1] as in 
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Fig.1.2 showing the Depression rates by age group from 2009 to 2017, according to the 

global health challenge of the twenty-first century [11]. The focus of research in recent 

decades has also been on the mental health and wellbeing of children and adolescents. 

[3–5, 20]. Examining the incidence rates of mental diseases around the world also 

reveals the scope of the issue. 

 

 
 

Figure 1.2: Depression rates by age group from 2009 to 2017 

 

 

From a clinical perspective, the main signs of depression [3] are forgetfulness, inability 

to concentrate, difficulty making decisions, loss of interest in hobbies and pastimes, 

overeating and weight gain, undereating and weight loss, guilt, helplessness, 

restlessness, and irritation, as well as suicidal thoughts. Taking care of mental health 

problems might help a person's outlook on life. By doing this, one can achieve harmony 

in their life [12]. Since it is difficult for machines to distinguish between anxiety, 

depression, and stress, an adequate learning algorithm is needed for a precise diagnosis. 

 

 

II. Literature Survey 

Scientists have experimented with and researched a wide range of strategies for 

predicting psychological instability. The wrong approach to treating mental illnesses 

can have fatal consequences for the patient's mental health as well as irreversible 
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negative effects. Millions of patients receive subpar care worldwide [13]. The analysis 

builds a semi-computerized framework that relies on the coordination of the hereditary 

calculation, arranging, information mining, and AI technologies. An integrated 

framework for displaying mental health co-occurrence on the web networks from these 

highlights is defined using an AI approach. They ultimately applied a precise, validated 

model to the slithered dataset. [14] According to this research, mental illness has grown 

to be a significant problem in society and has an impact on a person's ability to carry 

out their regular tasks. Stress and despair can lead to a variety of health issues. Solutions 

to the classification issue for bipolar disorder using multiple datasets and classification 

techniques are presented in contributions from diverse research writers. For the 

collecting and subsequent classification of data from blog posts, many academics have 

worked on predicting anxiety and depression using machine learning techniques, such 

as Random Forest Tree (RFT), the Support Vector Machine (SVM), and the 

Convolution Neural Network (CNN) [15]. 

The relationship between a person's physiological response and his emotional state is 

strong, and it can be utilized to differentiate between different emotions. Stress 

detection is the primary goal of the physiological measurements collected for this study 

[16]. There are numerous possible uses for identifying emotional states from 

physiological markers. Stress detection in human-machine interaction systems might 

give users a tool for keeping tabs on and possibly avoiding stress-related illnesses. 

Traditional machine learning methods have been employed in earlier research for 

automatic stress recognition, but they occasionally have particular drawbacks. [17] 

Deep learning's development makes it possible to see hidden patterns in bodily 

responses that would be difficult to see otherwise. 

 

Finding Psychological Instability Using Machine Learning 
The current system takes into account IT workers' stress levels. The dataset under 

consideration is a survey of working people that took into account all conceivable 

inquiries for stress detection. SVM, DT, and Random Forest are employed on the 

dataset for learning and detection in the designed technique, which uses the ML 

algorithm for stress identification. This approach finds the suitable algorithm for mental 

disorder prediction [18]. Many techniques that are used to identify mental disease in 

people of different ages. In order to predict the degrees of decline among different age 

groups of working people, these systems employ a method of detection that involves 

analyzing the mental issue detection through a series of questionnaires. The current 

technique uses machine learning algorithms to identify mental disorders. 

 

Disadvantages 

Automatic stress recognition has been achieved using machine learning approaches, 

although these methods can have certain drawbacks [17]. The dataset used considers 

the stress detection among tech employees only. But stress is not restricted to the 

working class. Young adults also face various psychological issues. According to 

studies, worldwide, 13–20% of children and adolescents experience mental health 

issues [3, 6–8]. 
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The dataset considered is a survey among the working people, which considered all 

possible questions related to their daily activities for stress detection [18]. But, knowing 

one's mental health condition also plays a critical role in psychological instability 

prediction. From a clinical perspective, the main signs of depression [3] include suicidal 

thoughts, weight gain, low appetite, loss of appetite, forgetfulness, inability to 

concentrate, inability to make decisions, feelings of guilt, worthlessness, helplessness, 

restlessness, and irritation. In case [15], it was discovered that these symptoms had a 

major impact on crucial facets of an individual's life. 

 

 

III. Proposed System 

This system performs the stress detection among youngsters aged between 18 to 25 

years. The dataset is a survey-based dataset, which considers all possible questions for 

detection of Bipolar disorder. Prediction of a possible psychological instability in young 

individuals, using Machine learning and Deep learning models based on a real-time 

psychological survey and to compare the accuracies for the same. The dataset 

considered all possible questions for stress detection among the individuals. Questions 

based on psychological feelings and emotions are considered in the survey. The 

approach finds the best suitable algorithm for Bipolar disorder. 

As the existing system works only with dataset regarding one’s daily activities, 

1 The proposed system would have an efficient result as it considers an individual’s 

psychological feelings which play a key role in disorder detection. 

2 The existing system implements only Machine learning models, whereas the 

proposed system also works with Deep Learning models giving improved 

performance accuracy. 

 

 

IV. Methodology 

The process of building the disorder prediction system starts with collection of the data. 

The data for preparing the dataset has been collected through an online survey through 

a Google form. The forms were filled by individuals between the age group of 18 to 25 

years of age. A real-time survey dataset was built using a self-assessment questionnaire. 

The questionnaire consists of various questions relating to one’s psychological, 

emotional state and mental well-being. The survey dataset was then used as the training 

data to train the prediction models. The following Machine learning-Random Forest 

Classifier and Multi-Layer Perceptron Classifier and the following deep learning 

Models-Artificial Neural Networks, Convolutional Neural Networks, were trained and 

tested against the real-time dataset. The performance of the trained models has been 

analyzed and compared. The accuracy rates of each model have been studied and the 

model with a higher performance has been deduced. 

 

Architecture 

The Fig 4.1 shows the system architecture which includes different stages like 

classification process and accuracy comparison of the models. The final result of the 

implementation would be the determination of the model with a higher accuracy rate. 
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Figure 4.1: Architecture of the proposed system 

 

Comparison of the Machine learning and Deep learning algorithms with their respective 

accuracies against the real-time dataset is done to determine the model with a higher 

accuracy rate. The below Fig 4.2 describes the data flow process in the proposed 

system. The dataflow of the model starts acquiring the prediction data through an online 

survey to build a real-time dataset. 

 

 
 

Figure 4.2: Dataflow in the proposed system 
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The dataflow of the model starts acquiring the prediction data through an online survey 

to build a real-time dataset. The collected data is then undergoing preprocessing and 

the raw data is cleaned. Once the data is preprocessed the data is labelled taking 

according to the feature weights. Then comes the process of feature extraction where 

the unnecessary columns are removed and data is converted to features. The feature 

vectors are now split accordingly. The features are split into training and test datasets 

with a split ratio of 70:30 respectively. The training data is labeled input used to train 

the model for prediction. Whereas the test data is the unlabeled data used for the 

prediction process. The split data is used to build the models. The models are-Random 

Forest Classifier, Multi-Layer Perceptron Classifier and Artificial Neural Networks, 

Convolutional Neural Networks respectively have been trained and tested against the 

acquired dataset. The accuracy results of each model have been visualized and 

compared to determine the model with a higher performance and accuracy rate. 

 

 

V. Dataset Description 

The dataset considered is a real time survey-based dataset. The dataset consists of 

1500+ labelled data items, used to train and test the models. An online survey is 

performed among individuals aged between 18 to 25 years, which considers all possible 

questions for stress detection. The survey questionnaire consists of various questions 

determining the stress and psychological feelings among the individuals. The dataset 

consists of 38 attributes with data as 0 or 1 for each of the attribute. The dataset contains 

the following attributes: 

1. Age. 

2. Gender. 

3. Do you feel self-confident? 

4. Do you really feel well inside? 

5. Do you feel depressed? 

6. Do you do unusual things at times? 

7. Do you feel full of energy? 

8. Do you have racing thoughts? 

9. Do you get distracted easily? 

10. Do you feel restless? 

11. Do you become talkative at times? 

12. Does your mood change a lot? 

13. Do you get easily irritated? 

14. Do you feel argumentative? 

15. Do you get agitated? 
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16. Do you have enough concentration? 

17. Do you sleep well? 

18. Do you behave not like your usual self at times? 

19. Do you become hyper sometimes? 

20. Do you feel worthless at times? 

21. Do you find yourself guilty at times? 

22. Do you have self-doubt or low self-esteem? 

23. Do you feel pessimistic about everything? 

24. Do you feel sad or hopeless at times? 

25. Do you become delusional or have hallucinations? 

26. Do you lack appetite sometimes? 

27. Do you have thoughts of self-harm or have suicidal thoughts? 

28. Do you show excessive anger or aggression? 

29. Do you tend to forget things? 

30. Do you get tired of doing things easily? 

31. Do you feel emotionless at times? 

32. Do you become reckless and act out of control sometimes? 

33. Do you feel anxious sometimes? 

34. Do you constantly keep forgetting things? 

35. Do you have no interest or pleasure in doing things? 

36. Did you find any major change in your weight? 

37. Do you have a bad feeling about yourself or that you are a failure? 

 

Each attribute of the dataset corresponds to a question in the survey. The choice of an 

option Yes or No to each individual question is considered as the value of 0 or 1 in the 

feature columns. The final attribute is classified into two categories i.e., Normal or in-

stable, based on the responses given to the survey questionnaire. 

 

 

VI. Result Analysis 

The algorithms have been implemented for the instability prediction and the results 

have been analyzed. The Machine learning algorithms, Random Forest Classifier, 

Multi-Layer Perceptron Classifier and the Deep learning algorithms, Artificial Neural 

Networks and Convolutional Neural Networks have been implemented for the 

classification process; and the results are as follows: 
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Accuracy comparison 

 

 
 

Figure 6.1: Comparison of accuracies 

 

The above bar graph Fig 6.1 shows the comparison of accuracy of each algorithm. The 

accuracy result comparison shows that the Deep Learning algorithm, Convolutional 

Neural Networks showcases the highest accuracy rate than that of the other models 

implemented. 

 

Table 6.2: Accuracy results 

 

Algorithm Accuracy 

Random Forest Classifier 89% 

Multi-Layer Perceptron Classifier 92% 

Artificial Neural Network 93% 

Convolutional Neural Network 95% 
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The above table 6.2 is showing the accuracy (in %) for each algorithm implemented. 

By studying the table, thus it can be analyzed that Deep learning algorithms have a 

better performance and CNN having the highest accuracy rate. 

 

 

VII. CONCLUSION AND FUTURE SCOPE 

For the purpose of identifying mental illness in people of all ages, there are numerous 

approaches for detecting mental health disorders. These systems analyze the mental 

issue identification via questionnaires as their strategy for identifying psychological 

instability. A survey is undertaken to gather real-time data in order to predict the stress 

levels among people between the ages of 18 and 25. The study has taken into account 

the dataset with more than 1500 samples. 

Algorithms for machine learning are used to identify mental disorders. The dataset has 

been used to train and evaluate the machine learning models, Random Forest Classifier 

and Multi-Layer Perceptron Classifier, as well as the deep learning models, Artificial 

Neural Networks and Convolutional Neural Networks, for the detection of instability. 

The results of the experiment showed that the Multi-Layer Perceptron Classifier 

achieves an accuracy of 91% and the Random Forest Classifier of Machine Learning 

Models achieves an accuracy of 89%. Contrary to Deep Learning models, Artificial 

Neural Networks and Convolutional Neural Networks have accuracy levels of 93% and 

95%, respectively. Comparison of their respective performance accuracies shows that 

the Deep learning model, Convolutional Neural Network demonstrates a higher 

accuracy of 95%. 

The instability detection system has a scope of expansion in the future to increase the 

system accuracy and performance levels. The dataset would be increased and enhanced 

to improve the efficiency of the system. In the future, the system can be expanded to by 

including face emotion recognition as well to enable further enhanced process of 

instability prediction through facial data. This would further enhance the classification 

system for instability prediction. 
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