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Abstract 
 

In this paper is we establish the role of Rank-metric Codes for error correction 
in Random network Coding. For this, first we try to understand the process of 
communication and its components. Thereafter, describing the problem in 
achieving error free communication and making necessary assumptions, we 
arrive at the conclusion. 
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INTRODUCTION 
The fundamental problem of communication is that of reproducing exactly same 
messages from one point to another point of a network. However spreading 
information throughout the network is prone to transmission errors.  
For example, a single corrupt packet of information when transmitted may 
contaminate all packets of information in the network at various successive links. A 
network hacker may jam a network by injecting corrupt packet.  
This problem can be overcome by Random Network Coding using small Metric 
codes. 
Random Network Coding is a practical and effective technique to achieve highest 
capacity of a network. 
 
 
Process of Communication and Elements of a Communication System: 
Before we proceed to establish the role of rank- metric codes for error correction, for 
better appreciation, first it is necessary to understand the process of communication 
and the elements thereof. 
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Process of Communication: 
Communication involves the transmission of information from one point to another 
through a succession of processes. Various processes involved therein are described 
below:  

i. Generation of a message signal: voice, music, picture, or computer data. 
ii. Description of that message signal with a certain measure of precision, by a set 

of symbols which can be electrical, aural, or visual. 
iii. The encoding of these symbols in a form that is suitable for transmission over 

a physical medium. 
iv. The transmission of the encoded symbols to the desired destination. 
v. The decoding and reproduction of the original symbols. 

vi. The re-creation of the original message signal, defining the degradation in 
quality if any. 

 
Elements of a Communication System: 
Now we study the variouselements of a communication system. There are three basic 
elements to every communication system, namely, transmitter, channel, and receiver. 
The transmitter is located at one point in space, the receiver is located at some other 
point separate from the transmitter, and the channel is the physical medium that 
connects them.  
 
Elements of a Communication System are depicted in Figure 1 below.   
 
 

 
 

Figure I: Elements of a Communication System 
 
 
The purpose of a Transmitter: 
The purpose of transmitter is to convert the message signal produced by the source of 
information into a form suitable for transmission over the channel.   
 
Need of Channel: 
Channel is the physical medium that connects the transmitter and receiver. As the 
transmitted signal propagates along the channel, it is distorted due to channel 
imperfections.  Moreover, noise and interfering signals (originating from other 
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sources) are added to the channel output, with the result that the received signal is a 
corrupted version of the transmitted signal.  
 
Task of the Receiver: 
The receiver has the task of operating on the received signal so as to reconstruct a 
recognizable form of the original message signal for a user. 
Having understood “Communication”, We now proceed to our main objective  
i.e. to establish role of Rank–Metric Codes for Error Correction in Random Network 
Coding. 
 
Assumptions: 
We consider the use of random linear network coding in a point- to- point 
communication network with a single source and multiple destinations.  
We assume that neither the source nor any of the destinations have any global 
knowledge of the network topology or then network code used.  
We restrict attention to a single destination since every destination faces essentially 
the same problem. 
 
Topology of the Network: 
The topology of the network may very over time, as nodes join & leave, and 
connections are established & lost. However, such issues can be resolved by splitting 
the information stream to be transmitted by the source into chunks of ‘n’ packets. 
 
Description: 
We assume that each packet consists of N symbols over a finite field Fq.   
Each internal node in the network performs classical distributed network coding: 
whenever a node has a transmission opportunity, it produces an outgoing packet as a 
random Fq-linear combination of all the packets it has until then received. 
 
Let x1 , . . . , xn denote the n packets transmitted by the source node,  
and let y1, . . . , yn′ denote the n ′ packets received by the destination node.  
 
Stacking packets x1, . . . ,xn as the rows of the transmitted matrix x = [xij], where the 
subscript xij denotes the j-th entry of packet xi ,  
and doing similarly for the received matrix y = [yij],  
we can relate x and y according to y = Gx, 
where G is an n ′ × n matrix over Fq corresponding to the overall transfer function of 
the network from source to destination. 
 
We now assume that packets may be received in error over any link in the network, 
then the model becomes: 

y = Gx + Hz,     - (I) 
 
where z = [z1, . . . , zt ] is a matrix consisting of all the erroneous packets introduced, 
and H is the n ′ × t overall transfer matrix from these packets to the destination. 
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Let <A> denote the row space of a matrix A.  
In order to communicate under this model, we consider that a message generated at 
the source is encoded as a subspace X of the vector space Fq

N, which is then 
transmitted over the network as the row space of x , i.e. X = <x> . The destination 
receives Y = <y>, the row space of y.  
From this received subspace Y , the destination tries to infer X. 
 
What we have is a channel where a subspace X is transmitted and a subspace Y is 
received. 
At this point, it is intuitive that a notion of closeness between X and Y exists. 
 
The following distance function is introduced to make this notion precise: 
 
Definition 1: 
Let X and Y be subspaces of a finite dimensional vector space.  
The distance between X and Y is defined as: 

dS(X, Y ) = dimension (X) + dimension (Y) − 2 dimension (X ∩ Y ) 
 
It can be shown that this function is a metric. 
 
Proceeding in this manner, the problem of error correction in random network coding 
can be rephrased as the problem of finding the subspace X that is at the smallest 
distance from the received subspace Y . 
 
More precisely, we define the Grassmannian graph Grn,N(Fq) as the set of all n-
dimensional subspaces of FqN. A code ß in the Grassmannian graph is any subset of 
Grn,N(Fq). The decoding problem proposed above, from now on referred to as 
subspace decoding, is the following:  

Minimize ds (X,Y ) where X∈ß – ( II) 
 
 
Connection between Rank-metric Codes & the Codes in the Grassmannian 
Graph: 
We now develop the connection between rank metric codes and codes in the 
Grassmannian graph and show how the subspace decoding problem can be solved by 
techniques for the rank metric.  
 
Let Fq

nXm be the set of all n × m matrices over Fq.  
A matrix code C is defined as any subset of Fq

nXm.  
 
The following distance function is known to be a metric: 
Definition 2:  
Therank distance between matrices a, b ∈Fq

nXm is defined as: 
 

dR(a, b) = rank (b − a) 
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A rank-metric code is simply a matrix code used in the context of the rank distance 
metric.  
For any C ⊆Fq

nXm, let C* = {[I c], c ∈ C}, where I denotes an identity matrix.  
 
We assume the special case of problem (II), where the code ß in the Grassmannian 
graph is of the form: 
 ß =ß* = {<x> , x  ∈C*} for some C ⊆Fq

nXm,  
i.e., ß* consists of the row spaces of all matrices in C with an identity matrix 
appended on the left.  
 
The subspace decoding problem then becomes: 

Minimize  dS (<x>, <y>) where x ∈ C* - (III) 
 

We can now solve the above subspace decoding problem by using a rank-metric 
decoder. 
A solution c returned by such a decoder will give exactly a solution x = [I c] to the 
problem (III).  
 
 
CONCLUSION 
In this paper, we have established a strong connection between codes in the 
Grassmannian graph and codes in the Rank-Metric. This connection enables us to 
convert the error correction problem in random network coding into a generalized 
decoding problem for rank-metric codes. Thus the role of Rank-Metric codes for error 
correction in Random network coding has been established. 
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