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Abstract 
 

In this work, we prove the properties of necessity and possibility and other 
related properties with examples. We introduce the operator of implication and 
their properties . Some examples are given. 
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1. Introduction 
In 1999, Molodtsov [1] initiated the novel concept of soft set theory which is a 
completely new approach for modeling vagueness and uncertainty. Soft set theory is a 
new mathematical tool for dealing with uncertainties which traditional mathematical 
tool can not handle. He has shown several applications of this theory in solving many 
practical problems in economics, engineering, social science, medical science etc. in 
his pioneer work [1], and so forth Maji et al.[2, 3] have further studied the soft sets 
and used this theory to solve some decision making problems. 
 
 
2. Definition and Preliminaries: 
Soft Matrices 
Definition 2.1 [1] Let U be an initial universe, P(U) be the power set of U, E be the 
set of all parameters and A⊆ E. A soft set ( ݂ , E) on the universe U is defined by the 
set of order pairs 
 ( ݂ , E) = {(e, ݂(e)) : e∈ E, ݂(e) ∈ P(U) } 
 
where ݂  : E → P(U) such that ݂(e) = ߶ if e ∉ A. 
 Here ݂  is called an approximate function of the soft set ( ݂ , E). The set ݂(e) is 
called e-approximate value set or e-approximate set which consists of related objects 
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of the parameter e ∈ E . 
 
Definition 2.2 [7] A pair ( F, A ) is called a fuzzy set over U where F : A → ෨ܲ(U) is a 
mapping from A into ෨ܲ(U) . 
 
 
3. Fuzzy Soft Matrices (FSM) 
Definition 3.1[5] Let ( ݂ , E) be fuzzy soft set over U. Then a subset of U x E is 
uniquely defined by  
 ܴ = { ( u, e) : e∈ A, u ∈  ݂(e) } 
 
which is called relation form of ( ݂ , E) . The characteristic function of ܴ is written by  
  χோಲ  : U x E → [ 0, 1], where µோಲ(u, e ) ∈ [ 0, 1] is the membership value of u∈U 
for each e ∈U. 
 
 If µ  = χோಲ ,ݑ)  ݁), we can define a matrix  

 [µ]= ൦

µଵଵ µଵଶ … µଵ
µଶଵ µଶଶ … µଶ
⋮ ⋮ ⋮ ⋮

µଵ µଶ … µ

൪ 

 
which is called an m x n soft matrix of the soft set ( ݂ , E) over U. 
 
 
4. Intuitionistic Fuzzy Soft Matrices ( IFSMs) 
Definition 4.1 [6] Let U be an initial universe, E be the set of parameters and A⊆ E. 
Let ] Let ( ݂ , E) be an Intuitionistic fuzzy soft set ( IFSS) over U. Then a subset of U 
x E is uniquely defined by  
 ܴ = { ( u, e) : e∈ A, u ∈  ݂(e) } 
 
which is called relation form of ( ݂ , E) . The membership and non membership 
functions of are written by  
  µோಲ  : U x E → [ 0, 1] and ߥோಲ  : U x E → [ 0, 1] where µோಲ : (u, e ) ∈ [ 0, 1] and 
ோಲߥ  : (u, e ) ∈ [ 0, 1] are the membership value and non membership value of u∈U for 
each e ∈  .ܧ
  If (µ ) = ( µோಲߥ , ,ݑ)  ݁), ߥோಲ ,ݑ)  ݁) ), we can define a matrix 

  [µ , ]  = ൦ߥ

(µଵଵ, (ଵଵߥ (µଵଶ, (ଵଶߥ … (µଵ , (ଵߥ
(µଶଵ, (ଶଵߥ (µଶଶ, (ଶଶߥ … (µଶ , (ଶߥ

⋮ ⋮ ⋮ ⋮
(µଵ, (ଵߥ µଶ, (ଶߥ … (µ , (ߥ

൪, which is called  

 
an m x n IFSM of the IFSS( ݂ , E) over U. Therefore, we can say that IFSS( ݂ , E) is 
uniquely characterized by the matrix [µ ,  ]   and both concepts areߥ
interchangeable. The set of all m x n IFS matrices will be denoted by IFSM  . 
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Definition 4.2 [6]Let ܣሚ = [( ߤ
෨ , ߥ

෨  )] ∈ IFSM   .  
Then ܣሚ is called  
a) a zero IFSM denoted by 0෨  = [(0, 0)], if ߤ

෨  = 0 and ߥ
෨  = 0 for all i and j . 

b) a µ-universal IFSM, denoted by ܫሚ = [(1, 0)] if ߤ
෨  = 1 and ߥ

෨  = 0 for all i and j. 
c) a ν- universal IFSM, denoted by ߤ if [(1 ,0)] = = ⏟ܫ

෨  = 0 and ߥ
෨  = 1 for all i and j. 

 
Definition 4.3 [6]Let ܣሚ = [(ߤ

෨ , ߥ
෨ )], ܤ෨ ߤ)] = 

෨ ߥ , 
෨  )] ∈ IFSM   . Then  

a) ܣሚ = [(ߤ
෨ , ߥ

෨ )] is said to be intuitionistic fuzzy soft sub matrix of ܤ෨ ߤ)] = 
෨ ߥ , 

෨  )] 
denoted by ܣሚ ⊆ ܤ෨  if ߤ

෨  ≤ ߤ
෨   and ߥ

෨  ≥ ߥ
෨   for all i and j .  

b) ܣሚ = [(ߤ
෨ , ߥ

෨ )] is said to be intuitionistic fuzzy soft super matrix of ܤ෨ ߤ)] = 
෨ ߥ , 

෨  )] 
denoted by ܣሚ ⊇ ܤ෨  if ߤ

෨  ≥ ߤ 
෨   and ߥ

෨  ≤ ߥ
෨   for all i and j . 

c) ܣሚ = [(ߤ
෨ , ߥ

෨ )], ܤ෨ ߤ)] = 
෨ ߥ , 

෨  )] are said to be intuitionistic fuzzy soft equal 
matrices denoted by ܣሚ = ܤ෨  if ߤ

෨  = ߤ
෨   and ߥ

෨  = ߥ
෨   for all i and j .  

 
Definition 4.4 [6]Let ܣሚ = [(ߤ

෨ , ߥ
෨ )], ܤ෨ ߤ)] = 

෨ ߥ , 
෨  )] ∈ IFSM   . Then  

IFSM ܥሚ =[(ߤ
ሚ , ߥ

ሚ )] is called  
a) Union ܣሚ of ܤ෨  = denoted by ܣሚ ∪ ෨ܤ   if ߤ

ሚ  = max {ߤ
෨ , ߤ

෨   } and  
ߥ  

ሚ  = min {ߥ
෨ , ߥ

෨  } for all i and j . 
 
b) Intersection ܣሚ of ܤ෨  = denoted by ܣሚ ∩ ෨ܤ   if ߤ

ሚ  = min {ߤ
෨ ,ߤ

෨   } and  
ߥ  

ሚ  = max{ߥ
෨ , ߥ

෨  } for all i and j . 
 
c) Complement of ܣሚ = [(ߤ

෨ , ߥ
෨ )] denoted by ܣሚ = [(ߥ

෨ , ߤ
෨ )] for all i and j .  

 
Definition 4.5 . [8] Let ܣሚ = [(ߤ

෨ , ߥ
෨ )], ܤ෨ ߤ)] = 

෨ ߥ , 
෨  )] ∈ IFSM   . Then  

 IFSM ܥሚ =[(ߤ
ሚ , ߥ

ሚ )] is called 
 
a) the “.”(product) operation of ܣሚ and ܤ෨ , denoted by ܥሚ = ܣሚ . ܤ෨  if ߤ

ሚ  =ߤ
෨ . ߤ

෨  and ߥ
ሚ  

ߥ =
෨  + ߥ

෨ ߥ −  
෨  . ߥ

෨   for all i and j.  
b) the “+”(Probabilistic sum) operation of ܣሚ and ܤ෨ , denoted by ܥሚ = ܣሚ + ܤ෨  if ߤ

ሚ  = 
ߤ
෨ + ߤ

෨ ߤ −  
෨ . ߤ

෨   and ߥ
ሚ = ߥ

෨  . ߥ
෨   for all i and j.  

c) the “@”(Arithmetic Mean) operation of ܣሚ and ܤ෨ , denoted by ܥሚ = ܣሚ @ ܤ෨  if ߤ
ሚ  = 

ఓೕ
ಲ෩  ା ఓೕ

ಳ෩  

ଶ
 and ߥ

ሚ  = 
ఔೕ
ಲ෩   ା ఔೕ

ಳ෩   

ଶ
 for all i and j.  

d) the “@௪” ( Weighted Arithmetic Mean) operation of ܣሚ and ܤ෨ , denoted by ܥሚ = ܣሚ 

@௪ ܤ෨  if ߤ
ሚ  = 

௪భఓೕ
ಲ෩  ା ௪మఓೕ

ಳ෩  

௪భ ା ௪మ
ߥ ,

ሚ  = 
௪భఔೕ

ಲ෩   ା ௪మ ఔೕ
ಳ෩   

௪భ ା ௪మ
, for all i and j. ݓଵ > 0, ݓଶ > 0  
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e) the “$” (Geometric Mean) operation of ܣሚ and ܤ෨ , denoted by ܥሚ = ܣሚ $ ܤ෨  if ߤ
ሚ  

=ටߤ
෨ .ߤ

෨  and ߥ
ሚ  = ටߥ

෨  . ߥ
෨   for all i and j.  

f) the “$௪” (Weighted Geometric Mean) operation of ܣሚ and ܤ෨ , denoted by ܥሚ = ܣሚ $௪ 

෨ܤ  if ߤ
ሚ  = (( ߤ

෨ )௪భ . ߤ)
෨  )௪మ)

భ
ೢభ శ ೢమ  and ߥ

ሚ  = (( ߥ
෨ )௪భ . ߤ)

෨  )௪మ)
భ

ೢభ శ ೢమ for all i and j. 
  ଶ > 0ݓ ,ଵ > 0ݓ
g) the “⋈”(Harmonic Mean) operation of ܣሚ and ܤ෨ , denoted by ܥሚ = ܣሚ ⋈ ܤ෨  if ߤ

ሚ  

= 2.
ఓೕ
ಲ෩  .ఓೕ

ಳ෩  

ఓೕ
ಲ෩  ା ఓೕ

ಳ෩   and ߥ
ሚ  = 2.

ఔೕ
ಲ෩   .ఔೕ

ಳ෩  

ఔೕ
ಲ෩   ା ఔೕ

ಳ෩   for all i and j. ݓଵ > 0, ݓଶ > 0 

h) the “⋈௪” ( Weighted Harmonic Mean) operation of ܣሚ and ܤ෨ , denoted by ܥሚ = ܣሚ 
⋈௪ ෨ܤ   if ߤ

ሚ  = ( ௪భ ା ௪మ
ೢభ
ഋೕ
ಲ෩   ା ೢమ

ഋೕ
ಳ෩  

ߥ ,
ሚ  = ௪భ ା ௪మ

ೢభ
ഌೕ
ಲ෩   ା ೢమ

ഌೕ
ಳ෩  

 for all i and j.  

 
Proposition 1.1 : Let ܣሚ = [(ߤ

෨ , ߥ
෨ )], ܤ෨ ߤ)] = 

෨ ߥ , 
෨  )] ∈ IFSM   . Then 

i) ( ܣሚ ∩ ෨ܤ  ሚ ∪ܣ ) + (  ෨ܤ  ෨ܤ + ሚܣ = (   
ii) ( ܣሚ ∩ ෨ܤ  ሚ ∪ܣ ) . (  ෨ܤ  ෨ܤ . ሚܣ = (   
iii) ( ܣሚ ∩ ෨ܤ  ሚ ∪ܣ ) @ (  ෨ܤ  ෨ܤ @ ሚܣ = (   
iv) ( ܣሚ ∩ ෨ܤ  ሚ ∪ܣ ) $ (  ෨ܤ  ෨ܤ $ ሚܣ = (    
v) ( ܣሚ ∩ ෨ܤ  ሚ ∪ܣ ) ⋈ (  ෨ܤ  ⋈ ሚܣ = (  ෨ܤ    
vi) ( ܣሚ + ܤ෨ ෨ܤ . ሚܣ ) @ (  ෨ܤ @ ሚܣ = (   
 
Proof : For all i and j,  
i) ( ܣሚ ∩ ෨ܤ ሚܣ)+( ∪ ෨ܤ  ) 
 = [ ( min{ ߤ

෨ , ߤ
෨  }, max { ߥ

෨ , ߥ
෨  } ) ]+ [ ( max{ ߤ

෨ , ߤ
෨  }, min { ߥ

෨ , ߥ
෨  } ) ] =[ ( 

min{ ߤ
෨ , ߤ

෨  } + max{ ߤ
෨ , ߤ

෨  } − min{ ߤ
෨ , ߤ

෨  } . max{ ߤ
෨ , ߤ

෨  }, max { ߥ
෨ , ߥ

෨  } . 
min { ߥ

෨ , ߥ
෨  } )] 

ߤ) ] = 
෨  + ߤ

෨ ߤ −  
෨  . ߤ

෨  , ߥ
෨ . ߥ

෨  ] [∵ min(a, b) + max(a, b) = a + b & min(a, b) . 
max(a, b) = a . b] 
ߤ)] = 

෨ , ߥ
෨ )] + [(ߤ

෨ ߥ , 
෨  )]  

෨ܤ + ሚܣ =      □ 
 
ii) ( ܣሚ ∩ ෨ܤ  ሚ ∪ܣ ) . (  ෨ܤ   )  
 = [ ( min{ ߤ

෨ , ߤ
෨  }, max { ߥ

෨ , ߥ
෨  } ) ] . [ ( max{ ߤ

෨ , ߤ
෨  }, min { ߥ

෨ , ߥ
෨  } ) ] 

 = [( min{ ߤ
෨ , ߤ

෨  } . max{ ߤ
෨ , ߤ

෨  }, max { ߥ
෨ , ߥ

෨  } + min { ߥ
෨ , ߥ

෨  } − max { 
ߥ
෨ , ߥ

෨  } . min { ߥ
෨ , ߥ

෨  } ) ] 
ߤ ) ] = 

෨  . ߤ
෨ ߥ , 

෨ + ߥ
෨   − ߥ 

෨  . ߥ
෨   ) ]  

ߤ)] = 
෨ , ߥ

෨ )] . [(ߤ
෨ ߥ , 

෨  )]  
෨ܤ . ሚܣ =     □ 
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iii) ( ܣሚ ∩ ෨ܤ  ሚ ∪ܣ ) @ (  ෨ܤ   )  
 = [ ( min{ ߤ

෨ , ߤ
෨  }, max { ߥ

෨ , ߥ
෨  } ) ] @ [ ( max{ ߤ

෨ , ߤ
෨  }, min { ߥ

෨ , ߥ
෨  } ) ] 

 = [ ( 
୫୧୬ቄ ఓೕ

ಲ෩  ,ఓೕ
ಳ෩  ቅା ୫ୟ୶{ ఓೕ

ಲ෩  ,ఓೕ
ಳ෩  } 

ଶ
, 
୫ୟ୶ ቄ ఔೕ

ಲ෩  ,ఔೕ
ಳ෩  ቅା୫୧୬ { ఔೕ

ಲ෩  ,ఔೕ
ಳ෩  } 

ଶ
 )] 

 = [ ( 
ఓೕ
ಲ෩  ା ఓೕ

ಳ෩   

ଶ
, 
ఔೕ
ಲ෩  ା ఔೕ

ಳ෩  

ଶ
 )] 

෨ܤ @ ሚܣ =     □  
 
 Similar proof for others. 
 
Example 2 : Let ܣሚ = [(ߤ

෨ , ߥ
෨ )], ܤ෨ ߤ)] = 

෨ ߥ , 
෨  )] ∈ IFSMଶ  ଶ , where  

,ሚ = (.3ܣ  .2) (.4, .5)
(.5, .3) (.7, .2)൨, ܤ

෨  = (.4, .3) (.6, .2)
(.7, .2) (.3, .4)൨ . Then 

ሚ ∩ܣ )  ෨ܤ  ሚ ∪ܣ ) + (  ෨ܤ   )  

 =൬ (.3, .2) (.4, .5)
(.5, .3) (.7, .2)൨ ∩

  (.4, .3) (.6, .2)
(.7, .2) (.3, .4)൨൰ +  

 ൬(.3, .2) (.4, .5)
(.5, .3) (.7, .2)൨ ∪

  (.4, .3) (.6, .2)
(.7, .2) (.3, .4)൨൰  

 = (.3, .3) (.4, .5)
(.5, .3) (.3, .4)൨ + (.4, .2) (.6, .2)

(.7, .2) (.7, .2)൨ 

 = (.58, .06) (.76, .1)
(.85, .06) (.79, .08)൨ = ܣሚ + ܤ෨   □ 

 
 Other results can be verified similarly. 
  
Definition4.6 : Let ܣሚ = [(ߤ

෨ , ߥ
෨ )] ∈ IFSM  . Then  

i) The necessity operation of ܣሚ is denoted by □ ܣሚ and defined as  
ߤ) ] = ሚܣ □ 

෨ , 1 − ߤ
෨  ) ] for all i and j . 

 
ii) The possibility operation of ܣሚ is denoted by ◊ܣሚ and defined as  
ߥ − ሚ = [ ( 1ܣ ◊ 

෨ , ߥ
෨  ) ] for all i and j . 

 
Proposition 1.2: Let ܣሚ = [(ߤ

෨ , ߥ
෨ )] ∈ IFSM  . Then 

i) [□ [  ܣሚ]] = ◊ ܣሚ iv) □ ◊ ܣሚ = ◊ ܣሚ  
ii) [ ◊   ሚܣ □ = ሚܣ □ ◊ (ሚ vܣ □ = [[ ሚܣ ]
iii) □ □ ܣሚ = □ ܣሚ vi) ◊ ◊ ܣሚ = ◊ ܣሚ  
 
Proof : For all i and j,  
i) [□ [  ܣሚ]] iv) □ ◊ ܣሚ  
ߥ ] □] = 

෨ , ߤ
෨  ]] =□ ◊[(ߤ

෨ , ߥ
෨ )]  

 = [ ൫ ߥ
෨ , 1 − ߥ 

෨  ൯] = □ [ (1 − ߥ 
෨ , ߥ

෨  ) ]  
 = [ (1 − ߥ 

෨ , ߥ
෨  ) ] = [ (1 − ߥ 

෨ , 1 − (1 − ߥ 
෨  ) ]  
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− ሚ □ = [ (1ܣ ◊ =  ߥ 
෨ , ߥ

෨  ) ]  
 
ii) [ ◊   □ ሚܣ ◊ = [[ ሚܣ ]
 = [ ◊ ߥ ] 

෨ , ߤ
෨  ]] v) ◊ □ ܣሚ  

 = [ ( 1 − ߤ 
෨ ,ߤ

෨  )] =◊ □ [(ߤ
෨ , ߥ

෨ )]  
ߤ ) ] = 

෨ , 1 − ߤ 
෨  ) ] = ◊ [ ( ߤ

෨ , 1 − ߤ 
෨  ) ]  

− ሚ □ = [ ( 1 − ( 1ܣ □ =  ߤ 
෨  ), 1 − ߤ 

෨  ) ]  
 
iii) □ □ ܣሚ = [ ( ߤ

෨ , 1 − ߤ 
෨  ) ]  

ߤ)] □ □ = 
෨ , ߥ

෨ )] = □ ܣሚ □  
ߤ ) ] □ = 

෨ , 1 − ߤ 
෨  ) ] vi) ◊ ◊ ܣሚ  

ߤ ) ] = 
෨ , 1 − ߤ 

෨  ) ] = ◊ ◊[(ߤ
෨ , ߥ

෨ )]  
− ሚ □ = ◊ [ (1ܣ □ =  ߥ 

෨ , ߥ
෨  ) ]  

 = [ (1 − ߥ 
෨ , ߥ

෨  ) ]  
  □   ሚܣ ◊ = 
   
Example 1: Let ܣሚ = [(ߤ

෨ , ߥ
෨ )] ∈ IFSMଶ  ଶ , where  

,ሚ = (.3ܣ   .2) (.4, .5)
(.5, .3) (.7, .2)൨ . Then  

,ሚ = (.2ܣ   .3) (.5, .4)
(.3, .5) (.2, .7)൨ 

,(.2 = [ሚܣ  ] □   .8) (.5, .5)
(.3, .7) (.2, .8)൨ 

,=(.8[[ሚܣ  ] □]   .2) (.5, .5)
(.7, .3) (.8, .2)൨ = ◊ ܣሚ  □  

 Other results can be verified similarly . 
 
Proposition 1.3 : Let ܣሚ = [(ߤ

෨ , ߥ
෨ )], ܤ෨ ߤ)] = 

෨ ߥ , 
෨  )] ∈ IFSM  . Then 

i) □ [ܣሚ ∩ ෨ܤ  ෨ܤ □ ሚ ∩ܣ □ = [   vii) □ [ܣሚ ෨ܤ ⋈  ሚܣ □ ⊂ [  ෨ܤ □ ⋈   
ii) □ [ܣሚ ∪ ෨ܤ  ෨ܤ □ ሚ ∪ܣ □ = [   viii) ◊ [ܣሚ ∩ ෨ܤ  ෨ܤ ◊ ሚ ∩ܣ ◊ = [    
iii) [□[ܣሚ + ෨ܤ ◊ . ሚܣ ◊ = ෨ ]]ܤ   ix) ◊ [ܣሚ ∪ ෨ܤ  ෨ܤ ◊ ሚ ∪ܣ ◊ = [    
iv) [□ [ܣሚ.ܤ෨] ]= ◊ ܣሚ + ◊ ܤ෨  x) [ ◊ ሚܣ] + ෨ܤ□ . ሚܣ □ = ෨]]ܤ    
v) □ [ܣሚ @ ܤ෨ ෨ܤ □ @ ሚܣ □ = [  xi) [ ◊ ෨ܤ.ሚܣ] ]] = □ ܣሚ + □ܤ෨   
vi) □ [ܣሚ $ ܤ෨ ෨ܤ □ $ ሚܣ □ ⊂ [   xii) ◊ [ܣሚ @ ܤ෨ ෨ܤ ◊ @ ሚܣ ◊ = [    
 Some of the proofs are given :  
 
Proof : For all i and j,  
i) □ [ܣሚ ∩ ෨ܤ   ] 
  = □ [ (min{ ߤ

෨ , ߤ
෨  }, max { ߥ

෨ , ߥ
෨  } ) ]  

  = [ (min{ ߤ
෨ , ߤ

෨  }, 1 − min { ߥ
෨ , ߥ

෨  } ) ] 
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  = [ (min{ ߤ
෨ , ߤ

෨  }, max { 1 −ߤ
෨ , 1 − ߤ

෨   } ) ] 
ߤ ) ] =  

෨ , 1 −ߤ
෨ )] ∩ [( ߤ

෨ ߤ − 1 , 
෨   ) ] 

෨ܤ □ ሚ ∩ܣ □ =     □  
 
ii) □ [ܣሚ ∪ ෨ܤ   ] 
 = □ [ (max{ ߤ

෨ , ߤ
෨  }, min { ߥ

෨ , ߥ
෨  } ) ] 

 = [ (max{ ߤ
෨ , ߤ

෨  }, 1 − max { ߥ
෨ , ߥ

෨  } ) ] 
 = [ (max ߤ

෨ , ߤ
෨  }, min { 1 −ߤ

෨ , 1 − ߤ
෨   } ) ] 

ߤ ) ] = 
෨ , 1 −ߤ

෨ )] ∪ [( ߤ
෨ ߤ − 1 , 

෨   ) ] 
෨ܤ □ ሚ ∪ܣ □ =    □  
 
iii) [□[ܣሚ +  ෨ ]]ܤ 
 = [ □ൣ൫ߥ

෨ , ߤ
෨ ൯൧  + ߥ)] 

෨ ߤ, 
෨  )]] 

 = [□ [൫ߥ
෨  + ߥ 

෨   − ߥ 
෨  . ߥ

෨  , ߤ
෨ . ߤ 

෨  ൯]]  
 = [ ቀߥ

෨  + ߥ 
෨   − ߥ 

෨  . ߥ
෨  , 1 −  ൫ߥ

෨  + ߥ 
෨   − ߥ 

෨  . ߥ
෨  ൯ቁ ]  

 = [ (1 − ߥ) 
෨  + ߥ

෨   − ߥ 
෨  . ߥ

෨  ), ߥ
෨  + ߥ 

෨   − ߥ 
෨  . ߥ

෨   ) ] 
 = [ (1 − ߥ 

෨ , ߥ
෨  ) ] . [( 1 − ߥ

෨ ߥ , 
෨  ) ] 

෨ܤ ◊ . ሚܣ ◊ =    □  
 
iv) [□ [ܣሚ .ܤ෨ ]]  
 = [ □ൣ൫ߥ

෨ , ߤ
෨ ൯൧ . ߥ)]

෨ ߤ, 
෨  )]]  

 = [□ [൫ߥ
෨  . ߥ

෨  , ߤ
෨ + ߤ  

෨   − ߤ
෨ . ߤ 

෨   ൯]] 
ߥ)] = 

෨  . ߥ
෨  , 1 − ߥ 

෨ , ߥ
෨  )]  

 = [ (1 − ߥ 
෨ . ߥ

෨ ߥ , 
෨  . ߥ

෨   ) ] 
 = [ (1 − ߥ 

෨ , ߥ
෨ ) ] + [( 1 − ߥ

෨ ߥ , 
෨  ) ] 

෨ܤ ◊ + ሚܣ ◊ =    □  
 
v) □ [ܣሚ @ ܤ෨  ] 
ߤ)] ) □ = 

෨ , ߥ
෨ )] @ [(ߤ

෨ ߥ , 
෨  )])  

 = □ [ ( 
ఓೕ
ಲ෩  ା ఓೕ

ಳ෩  

ଶ
, 
ఔೕ
ಲ෩  ାఔೕ

ಳ෩   

ଶ
 ) ] 

 = [( 
ఓೕ
ಲ෩  ା ఓೕ

ಳ෩  

ଶ
, 1 −  

ఓೕ
ಲ෩  ା ఓೕ

ಳ෩  

ଶ
 ) ]  

ߤ) ] = 
෨ , 1 − ߤ

෨  ) ] @ [ (ߤ
෨ ߤ − 1 , 

෨   ) ] 
෨ܤ □ @ ሚܣ □ =    □  
 
vi) □ (ܣሚ $ ܤ෨  ) 
ߤ)] ) □ = 

෨ , ߥ
෨ )] $ [(ߤ

෨ ߥ , 
෨  ) ] ) 
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 = □ ( ටߤ
෨ .ߤ

෨  , ටߥ
෨ . ߥ

෨   ) 

 = (ටߤ
෨ .ߤ

෨  , 1 − ටߤ
෨ .ߤ

෨   )  

෨ܤ □ $ ሚܣ □   
ߤ ) ] = 

෨ , 1 − ߤ
෨  ) ] $ [ ( ߤ

෨ ߤ − 1 , 
෨   ) ] 

 =[ ( ටߤ
෨ .ߤ

෨  , ට൫ 1 − ߤ
෨  ൯ . ( 1 − ߤ 

෨  ) ) ] 

 Clearly □ (ܣሚ $ ܤ෨ ෨ܤ □ $ ሚܣ □ ⊂ (    □ 
 Other results can be proved similarly. 
  
Definition 4.7: Let ܣሚ = [(ߤ

෨ , ߥ
෨ )], ܤ෨ ߤ)] = 

෨ ߥ , 
෨  )] ∈ IFSM   . Then the operation 

‘↦’ (Implication) denoted by ܣሚ ↦ ܤ෨  is defined by  
෨ܤ ↦ ሚܣ  = [ ( max { ߥ

෨ , ߤ
෨   }, min{ ߤ

෨ , ߥ
෨  } ) ]  

 
Proposition 1.4 : Let ܣሚ = [(ߤ

෨ , ߥ
෨ )], ܤ෨ ߤ)] = 

෨ ߥ , 
෨ ߤ)] = ሚܥ ,[( 

ሚ , ߥ
ሚ )] ∈ IFSM  . 

Then 
i) [ܣሚ ∩ ෨ܤ  ෨ܤ ] ∩ [ ሚܥ ↦ ሚܣ ] ⊆ ሚܥ ↦ [   [ ሚܥ ↦ 
ii) [ܣሚ ∪ ෨ܤ  ෨ܤ ] ∪ [ ሚܥ ↦ ሚܣ ] ⊇ ሚܥ ↦ [   [ ሚܥ ↦ 
iii) [ܣሚ ∩ ෨ܤ  ෨ܤ ] ∪ [ ሚܥ ↦ ሚܣ ] = ሚܥ ↦ [   [ ሚܥ ↦ 
iv) [ܣሚ + ܤ෨ ෨ܤ ] + [ ሚܥ ↦ ሚܣ ] ⊆ ሚܥ ↦ [   [ ሚܥ ↦ 
v) [ܣሚ . ܤ෨ ෨ܤ ]. [ ሚܥ ↦ ሚܣ ] ⊇ ሚܥ ↦ [   [ ሚܥ ↦ 
vi) ܣሚ ↦ [ ܤ෨ ෨ܤ ↦ ሚܣ ] ⊇ [ ሚܥ +   [ ሚܥ ↦ ሚܣ ] + [ 
vii) ܣሚ ↦ [ ܤ෨ ෨ܤ ↦ ሚܣ ] ⊆ [ ሚܥ .   [ ሚܥ ↦ ሚܣ ]. [ 
viii) ܣሚ ↦   ሚܣ = ሚܣ
 
Proof: Let ܣሚ = [(ߤ

෨ , ߥ
෨ )], ܤ෨ ߤ)] = 

෨ ߥ , 
෨ ߤ)] = ሚܥ ,[( 

ሚ , ߥ
ሚ )] ∈ IFSM  . Then 

for all i and j  
i) [ܣሚ ∩ ෨ܤ   ሚܥ ↦ [ 
 = [ ( min {ߤ

෨ , ߤ
෨   }, max { ߥ

෨ , ߥ
෨ ߤ)] ↦ [ ( {  

ሚ , ߥ
ሚ )]  

 = [ ( max { max { ߥ
෨ , ߥ

෨ ߤ ,{  
ሚ  }, min { min {ߤ

෨ , ߤ
෨ ߥ ,{  

ሚ  } ) ] … (1) 
 
෨ܤ ] ∩ [ ሚܥ ↦ ሚܣ ]  [ ሚܥ ↦ 
 = [( max { ߥ

෨ , ߤ
ሚ  }, min {ߤ

෨ , ߥ
ሚ  } )] ∩ [( max { ߥ

෨ ߤ , 
ሚ  }, min {ߤ

෨ ߥ , 
ሚ  })] 

 = [( min{max{ ߥ
෨ , ߤ

ሚ  }, max { ߥ
෨ ߤ , 

ሚ  }}, max{min {ߤ
෨ , ߥ

ሚ  },  
 min {ߤ

෨  , ߥ
ሚ }})] 

  =[(min{max{ ߥ
෨ , ߥ

෨ ߤ ,{ 
ሚ  }, max{min {ߤ

෨ , ߤ
෨ ߥ ,{ 

ሚ })] …………… (2)  
 
From (1) and (2) it is clear that  
ሚ ∩ܣ]  ෨ܤ  ෨ܤ ] ∩ [ ሚܥ ↦ ሚܣ ] ⊆ ሚܥ ↦ [   □  [ ሚܥ ↦ 
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 ii) [ܣሚ ∪ ෨ܤ   ሚܥ ↦ [ 
 = [(max{ߤ

෨ , ߤ
෨  }, min{ ߥ

෨ , ߥ
෨ ߤ)] ↦[{  

ሚ , ߥ
ሚ )] 

 = [ (max {min{ ߥ
෨ , ߥ

෨ ߤ ,{ 
ሚ }, min{ max{ߤ

෨ , ߤ
෨ ߥ ,{ 

ሚ })] ……………. (3) 
 
෨ܤ ] ∪ [ ሚܥ ↦ ሚܣ ]   [ ሚܥ ↦ 
 = [( max { ߥ

෨ , ߤ
ሚ  }, min {ߤ

෨ , ߥ
ሚ  } )] ∪ [( max { ߥ

෨ ߤ , 
ሚ  }, min {ߤ

෨ ߥ , 
ሚ  })] 

  [( max{max{ ߥ
෨ , ߤ

ሚ  }, max { ߥ
෨ ߤ , 

ሚ  }}, min{min {ߤ
෨ , ߥ

ሚ  }, min {ߤ
෨  , ߥ

ሚ }})] 
 =[(max{max{ ߥ

෨ , ߥ
෨ ߤ ,{ 

ሚ  }, min{min {ߤ
෨ , ߤ

෨ ߥ ,{ 
ሚ })] ……………….. (4) 

 
 From (3) and (4), it is clear that  
ሚ ∪ܣ] ෨ܤ  ෨ܤ ] ∪ [ ሚܥ ↦ ሚܣ ] ⊇ ሚܥ ↦ [    □  [ ሚܥ ↦ 
 
iii) [ܣሚ ∩ ෨ܤ  ෨ܤ ] ∪ [ ሚܥ ↦ ሚܣ ] = ሚܥ ↦ [   [ ሚܥ ↦ 
 
Proof: Proof follows from (1) and (4). 
 
iv) [ܣሚ + ܤ෨ ߤ) ] = ሚܥ ↦ [ 

෨  + ߤ
෨ ߤ −  

෨  . ߤ
෨ ߥ , 

෨ . ߥ
෨ ߤ)] ↦ [ (  

ሚ , ߥ
ሚ )] 

 = [ ( max{ߥ
෨ . ߥ

෨ ߥ , 
ሚ  }, min { ߤ

෨  + ߤ
෨ ߤ −  

෨  . ߤ
෨ ߥ , 

ሚ } ) ] ……..  (5) 
෨ܤ ] + [ ሚܥ ↦ ሚܣ ]   [ ሚܥ ↦ 
 = [( max { ߥ

෨ , ߤ
ሚ  }, min {ߤ

෨ , ߥ
ሚ  } )] + [( max { ߥ

෨ ߤ , 
ሚ  }, min {ߤ

෨ ߥ , 
ሚ  })] 

 = [( max { ߥ
෨ , ߤ

ሚ  } + max { ߥ
෨ ߤ , 

ሚ  } − max { ߥ
෨ , ߤ

ሚ  } . max { ߥ
෨ ߤ , 

ሚ  },  
  min {ߤ

෨ , ߥ
ሚ  } . min {ߤ

෨ ߥ , 
ሚ  } ) ] …….. (6)  

 
 From (5) and (6), it follows that  
෨ܤ + ሚܣ]  ෨ܤ ] + [ ሚܥ ↦ ሚܣ ] ⊆ሚܥ ↦ [   □  [ ሚܥ ↦ 
 
 Similar proof for others. 
Example 3: Let ܣሚ = [(ߤ

෨ , ߥ
෨ )], ܤ෨ ߤ)] = 

෨ ߥ , 
෨ ߤ)] = ሚܥ ,[( 

ሚ , ߥ
ሚ )] ∈ IFSMଶ  ଶ , where  

,ሚ = (.3ܣ .2) (.4, .5)
(.5, .3) (.7, .2)൨ ෨ܤ,  = (.4, .5) (.3, .4)

(.7, .2) (.6, .3)൨, ܥ
ሚ = (.3, .6) (.4, .6)

(.6, .3) (.5, .4)൨ 

෨ܤ + ሚܣ]  ,ሚ = (.3ܥ ↦ [  .58) (.4, .58)
(.6, .3) (.5, .4) ൨  

෨ܤ ] + [ ሚܥ ↦ ሚܣ ]  ሚ ] = ܥ ↦  (.8, .12) (.7, .12)
(.84, .09) (.75, .58)൨  

 Obviously, [ܣሚ + ܤ෨ ෨ܤ ] + [ ሚܥ ↦ ሚܣ ] ⊆ሚܥ ↦ [   □  [ ሚܥ ↦ 
  
 
Conclusion 
In this paper, we have proved the properties of necessity and possibility and other 
related properties with examples. We have introduced the operator of implication and 
their properties . Some of the properties of implication have been proved. 



276  Md. Jalilul Islam Mondal and Tapan Kumar Roy 
 

 

References 
 

[1] D.Molodtsov, Soft set theory – first result, Computers and Mathematics with 
Applications 37(1999) 19-31  

[2] P.K.Maji, R. Biswas and A.R.Roy, Soft Set Theory, Computer and 
Mathematics with Applications 45(2003) 555-562  

[3] P.K.Maji, R. Biswas and A.R.Roy, An application of soft sets in a decision 
making problems, Computer and Mathematics with Applications 45(2002) 
1077-1083 

[4] Naim Cagman, Serdar Enginoglu, Soft matrix theory and its decision making, 
Computers and Mathematics with Applications 59(2010)3308-3314  

[5] B. Chetia and P.K. Das, Some results of intuitionistic fuzzy soft matrix theory, 
Advances in Applied Science Research (2012), 3(1): 412-423 

[6] Maji P K, Biswas R and Roy A R, “Fuzzy Soft Sets”, Journal of Fuzzy 
Mathematics, Vol 9, no.3, ( 2001), pp.589 – 602. 

[7] N. Cagman and S. Enginoglu, Fuzzy soft matrix theory and its application in 
decision making, International Journal of Fuzzy Systems, vol.9, (2012)pp.109-
119. 

[8] Md. Jalilul Islam Mondal and Tapan Kumar Roy, Intuitionistic Fuzzy Soft 
Matrix Theory ( communicated). 


