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Abstract 

The paper briefly explains the basic concepts of 

electromyography, the electrical model of a peripheral nerve, 

the basic characteristics of the hand and the ulnar syndrome, 

and then explains the visualized parameters that form the 

database that allowed the design of the artificial neural 

network. Subsequently, the design of the neural network is 

detailed and compared with different optimization methods and 

with different linear functions. Finally, it is shown that the best 

architecture obtained was [2 2 1] by means of the Levenberg 

Marquardt optimization algorithm, which presented an MSE of 

4.6E-05, an MAE of 32% and a correlation of 0.9998. As a 

future work, it is desired to generate a complete electronic 

prevention system focused on carpal tunnel syndrome, which 

allows generating its own data for the generation of a more 

robust neural network that allows observing different variables 

and the weight of each of the inputs, in order to obtain a reliable 

output of the computational model to be tested. It is important 

to note that the article is one to the results of the development 

currently carried out to the master’s degree in engineering with 

an emphasis on electronics carried out in the University 

Distrital Francisco José de Caldas. 

Keywords: Artificial Neural Network; Electromyography; 

Hand; Cubital Tunnel Syndrome. 

 

1. INTRODUCCIÓN 

A search was made for documents that would explain in a 

simple way the concepts discussed in the article, such as 

electromyography, which is an electrophysiological study of 

the neuromuscular system [1][2][3][4][5], it is also a 

biomedical measuring instrument in which an examination of 

the electrical activity of a motor unit is performed with the aim 

of determining the site of injury of a peripheral nerve or spinal 

nerve roots [6][7], it is also frequently used to study muscle 

diseases [8][9][10]; There are two types of electromyography, 

a superficial one that is by means of surface electrodes and an 

invasive electromyography where the study is generated by 

means of needles [11].  Figure 1 details a way of measuring 

surface electromyography. 

 

 

Figure 1. Electromyography [12] 

 

Different authors have tried to design electrical models of the 

nerve, by means of resistors, capacitances, inductances and 

current or voltage dependent sources [13], in addition they have 

studied and made several models of nerves with myelin and 

without myelin to understand the behavior of a healthy nerve 

and a nerve that has lesion [14] [15], an example of this is given 

in [16], where a general model made by Hodgkin and Huxley 

is observed where it is visualized that the behavior of a 

membrane can be represented by the electrical circuit of 

illustration 2, where the current can be transported through the 

membrane by charging the capacitance of the membrane or 

through the movement of ions by means of the nonlinear 

conductance in parallel with the capacitance of the membrane, 

the equation that describes this model is: 

𝐼 = 𝐼𝐶𝑚
+ 𝐼𝐾 + 𝐼𝑁𝑎 + 𝐼𝐿                                                 (1) 

That upon further detailing you have: 

𝐼 =  𝐶𝑚
𝑑𝑉𝑚

𝑑𝑡
+ 𝑔𝑘 𝑛4(𝑉𝑚 − 𝑉𝑘 ) + 𝑔𝑁𝑎 𝑚3ℎ(𝑉𝑚 − 𝑉𝑁𝑎 ) + 𝑔𝐿(𝑉𝑚 − 𝑉𝐿)    (2) 

Where the equation I is the total ionic current across the 

membrane due to ion flux, Cm is the membrane capacitance per 

unit area gk and gNa are the conductances of sodium and 

potassium channels respectively, gL is the conductance of 

chloride or other elements and Vm is the potential across the 

membrane. 
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Figure 2. Equivalent electrical circuit of a membrane [16] 

 

Bearing in mind the previously mentioned concepts, we can 

now visualize the hand, which is an organ that is part of the 

extremities of the human body for physical interaction and 

manipulation with the environment, located at the ends of the 

forearms [17], it is also one of the parts of the body with greater 

use in daily life, so it is exposed to injury by disease or 

accidents during daily activities that are performed at work or 

at home [18], The analysis of this is essential for various 

applications that can range from sports performance, to an 

analysis of computer-human interaction, this is due to the great 

variety and adaptability of their movements that are due to the 

complex mechanical structure that has, which includes bones, 

ligaments, muscles, tendons, soft tissues and skin [19]. It is 

important to note that the skeletal model of the hand has 23 

degrees of freedom internally [20]. A disease that significantly 

affects the hand is cubital tunnel syndrome which is the second 

most frequent neuropathy after carpal tunnel syndrome, so it is 

a reason for consultation for elbow surgery and sometimes hand 

surgery [21], this is because the ulnar nerve can be compressed 

in several parts, however, in [22] it is commented that in the 

flexor capri ulnaris is where this compression is most 

frequently observed.  

 

Figure 3. Flexor Capri Ulnaris [23]. 

 

The information acquired from the electromyographic signals 

of the ulnar nerve that innervates the hand, will be essential to 

run the artificial intelligence (AI) algorithm that will be 

exposed in the course of the document, it is important to note 

that there are several definitions that try to explain the AI, an 

example is Jhon McCarthy which says that AI is the science 

and engineering to make intelligent machines, another 

important example is Eugene Charniak who expresses that AI 

is the study of mental faculties through the use of 

computational models and also Marvin Minsky who comments 

that artificial intelligence is the construction of computer 

programs that perform tasks, for the moment efficiently 

executed by humans because they require high-level mental 

processes such as: perceptual learning, memory organization 

and critical reasoning [24]. One field of artificial intelligence is 

artificial neural networks, which by means of their neurons 

perform information processing, for this purpose the neurons 

are connected to each other by means of weighted connections 

[25], as visualized in the following figure:  

 

 

Figure 4. Structure of an artificial neural network [25]. 

 

In 1943 McCulloch and Pitts made the model of an artificial 

neuron, generating the description of the physiological system 

followed by a biological neuron at the synapse, this abstract and 

simple model of a neuron is as shown in Figure 6, which is the 

basic processing element in an artificial neural network [26] 

[27]. Neural networks have the inherent capability in 

nonlinearity approximation and pattern recognition without the 

requirement of prior knowledge of the system parameters [28].  

The model is composed of a vector of weights W=(W1j, W2j, 

W3j...,Wnj), where W1j is the threshold of action or activation, 

in figure 4 we can observe the output of the neuron that for this 

case will be called Y, the activation function U, the inputs 

X=(X1,X2,X3,...,Xn), the mathematical model for a single 

neuron is shown below: 

𝑌 = 𝑈(∑ 𝑋𝑖𝑊𝑖 − 𝑊0
𝑚
𝑖=1 )                             (3) 

 

2. Sample Space and Data Processing 

To understand what is the sample space of this experiment, it is 

first necessary to express that the database was acquired from 

the machine learning repository of the UCI which was 

supported by [29] for the acquisition of the same, these data 

were collected at a sampling frequency of 500Hz, in addition 

to acquiring the signal by means of two differential EMG 

sensors that in the end were displayed in two channels, the 

protocol that was followed in [30] consisted of several 

experiments of free and repeated grasping with different 

elements, which were essential for the realization of the 

different movements of the hands. The two EMG surface 
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electrodes placed them on the forearm, one on the flexor Capri 

Ulnaris and the other on the extensor Capri Radialis, held by 

elastic bands and a third reference electrode placed it in the 

middle for the collection on muscle activity. It was also 

reviewed [31-33] to understand more about the hand grip 

performance. The information present in the database is in 

voltage values and is classified into six different movements 

performed by the hand, depending on the grip which can be a 

spherical, tip, palm, lateral, cylindrical or hook grip, in this 

paper we analyzed the database containing the voltage values 

of channel 1, which showed 5 different subjects (two males and 

three females) which repeated 30 times each grip for 6 seconds. 

 

 

Figure 5. Hand exercise design design bocketting 

 

Visualizing illustration 5 it can be observed that the sample 

space is conformed in the following way: 

Ω = {𝐻𝑎 , 𝐻𝑏 , 𝐻𝑐 , 𝐻𝑑 , 𝐻𝑒 , 𝐻𝑓}                              (4) 

The sample space described in equation 4 refers to the different 

possibilities of grasping the hand in the experiment (Figure 5). 

Now we proceed to generate two events, having: 

  𝐴 = {𝐻𝑎 , 𝐻𝑐 ,  𝐻𝑒}                                          (5) 

  𝐵 = {𝐻𝑏 , 𝐻𝑑 , 𝐻𝑓}                                           (6) 

Where A ⊏ Ω and B⊏ Ω, which generates an event A with 

parameters obtained from the hand when grasping and exerting 

pressure on cylindrical and spherical objects and an event B 

with parameters obtained from grasping laminar elements, 

performing signs such as Ok visualized in Illustration 5b and 

grasping elements of considerable size. These are event fields 

F, which are classes of the subset of the sample space and 

satisfy the following axioms: 

 F is non-empty. 

 If A ⊏ Ω is such that 𝐴 ∈ 𝐹, 𝐴𝑐  ∈ 𝐹. 

 If 𝐴, 𝐵 ⊏  Ω is such that 𝐴, 𝐵 ∈ 𝐹, 𝐴 ⋃ 𝐵 ∈ 𝐹. 

Finally, the power set of the experiment is: 

|𝑃(𝑠)| = 2Ω = 26 = 64                                 (7) 

The cardinality of the sample space is 6. After the previous 

analysis, we proceeded to plot the EMG signals of the six cases 

described in Figure 5 of a patient from the database in 

MATLAB, obtaining the following graphs: 

 

Figure 6. EMG signals of basic hand movements in mV. 

 

In addition, it was reviewed in [34] that a person's normal 

values in EMG signals in their ulnar nerve are: 

 

Table 1. Standard values of ulnar nerve motor fibers. [34] 

 

 

Considering table 1, it was observed that the voltage tolerance 

is at 2mV for the wrist part which has a nominal value of 

5.7mV, so the maximum value and minimum value were 

analyzed in the EMG database of the 30 repetitions performed 

by each participant obtaining the following tables: 

 

Table 1. Maximum voltage values of the EMG signals  

of each participant. 

 

In Table 2 it can be visualized that the maximum value for the 

cylindrical shape grip is 4.56mV and the minimum value is 

1.39mV, the maximum value for the hook grip is 9.96mV and 

the minimum value is 1.75mV, the maximum value for a lateral 

grip is 3.69mV and the minimum value is 1.02mV, the 

maximum value for a spherical grip is 8, 05mV and the 

minimum value is 2.19mV and finally for the tip grip the 

maximum value is 3.36mV and the minimum value is 0.74mV, 

so we proceeded to generate more data above and below those 

values to simulate failed grips and possible hand failures, now 

we proceed to show the minimum values: 
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Table 3. Minimum voltage values of the EMG signals of each 

participant 

 

 

Table 3 shows that the values are in the range [-0.99 -7.93] for 

cylindrical grip, [-2.25 -9.87] for hook grip, [-0.69 -4.64] for 

lateral grip, [-0.31 -7.48] for palm grip, [-1.92 -9.95] for 

spherical grip and [-0.44 -9.64] for tip grip, so we proceeded to 

generate random data above and below to simulate failed grips 

that could induce in hand response failures, which could be 

observed as failed action potentials expressing segmental 

demyelination or as muscle fatigue in which it requires more 

motor fibers to perform the same grip action [35]. Based on the 

commented values, we proceeded to the generation of a neural 

network with 12 inputs (6 maximum and 6 minimum values of 

each grip expressed in voltage), then we appended the output 

showing healthy users (database) and users with a possible 

hand condition (simulation taking into account the literature 

[34]. 

The data were then normalized using the following equation: 

𝑉𝑛 =
𝑉−𝑉𝑚𝑖𝑛

𝑉𝑚𝑎𝑥−𝑉𝑚𝑖𝑛
                                            (4) 

 

3. ALGORITHM DESIGN 

The new database obtained after processing and treatment of 

the data was 680x13 resulting in 8840 data, the first step for the 

creation of the network was to use 70% of the data for training, 

i.e. 6188 data and 30% of the data for the corresponding 

validation, equivalent to 2652 data: 

close all; clear all; clc 

load('NORMALIZADOS.mat'); 

cont = 0; 

%-------------------Training Data-------------------------- 

x = NORMALIZADOS(1:476,1:12)'; %Input Matrix 

 y = NORMALIZADOS(1:476,1)';   %Output Matrix 

%---------------------Validation Data--------------------- 

xx = NORMALIZADOS(477:680,1:12)';%Input Matrix 

 yy = NORMALIZADOS(477:680,1)';   %Output Matrix 

nets = []; 

 

Subsequently, we proceeded to create and train the network, to 

generate the construction of the universe of inputs, the 

objective function characteristic of each hidden layer of the 

neural network and thus also test the training algorithm, to 

continuously vary the number of neurons and hidden layers of 

the supervised neural network and thus obtain a suitable 

architecture to perform the classification, we also proceeded to 

calculate the mean absolute error, to determine the 

effectiveness of success of the classifying neural network, the 

part of the generated code that describes this part is as follows: 

 

for h = 1:50  

%%Creation and training of the network 

PR = [0 1;0 1;0 1;0 1;0 1;0 1;0 1;0 1;0 1;0 1;0 1;0 1]; 

ARC = [2 2 1]; 

net = newff(PR, ARC,{'logsig' 'logsig' 'logsig'},'trainlm', 

'learngdm','mse'); 

[net, tr] = train(net,x,y); 

%% Validation (Error Calculation) 

[Y] = sim(net,xx);  

cont =0; 

 for i=1:length(Y) 

   if Y(i)<0.5 

  Y(i)=0; 

   else 

    Y(i)=1; 

   end 

   if Y(i)==yy(i) 

   cont = cont+1; 

   end 

   end 

   errorpercent(h)= (203-cont)*100/203 

   nets = [nets ; net]; 

end 

 

4. RESULTS 

The analysis of different neural network architectures was 

performed, generating a variation in the number of hidden 

layers, the number of neurons, the training algorithm, which for 

these tests were two, the first architectures were tested with the 

gradient descent algorithm (see Table 4) and the other 

architectures were designed with the Levenberg-Marquardt 

algorithm. 
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Table 2. Architecture with "TRAINGDA" training algorithm 

and "logsig" activation functions. 

SIZE NEURONS MSE MAE(%) R 

[2 1] 3 0,0019 33 0,9917 

[3 1] 4 0,0017 33 0,9924 

[5 1] 6 0,0018 32 0,9918 

[7 1] 8 0,0011 33 0,9951 

[2 2 1] 5 0,0029 32 0,9869 

[2 3  1] 6 0,0042 32,7 0,9812 

[5 3  1 ] 9 0,0017 33 0,9821 

[7 5 1] 13 0,0011 33 0,9949 

[12 7 1] 20 0,0011 33 0,9951 

[2 2 2 1] 7 0,0025 32 0,9896 

[7 5 3 1] 16 0,0016 32,7 0,9925 
 

From Table 4 it was obtained that the best architecture for a 

neural network with one hidden layer is [5 1], for an 

architecture with two hidden layers is [2 2 1] and it was 

observed that as the number of layers and neurons increased the 

MAE was higher and generated a higher computational cost 

that delayed the training and validation so it was only simulated 

up to three hidden layers obtaining that the neural network of 

[2 2 2 2 1], was the network that obtained the lowest error. 

 

Figure 7. MAE error validation for the best hidden layer 

architecture of ARC [5 1] 

Figure 7 shows that the MAE is 32%, which shows that it is not 

the best network for classifications, since this parameter 

indicates that out of every 10 people measured, approximately 

3 will be misclassified, however, the computational cost is low 

and the training time of the artificial neural architecture is 

relatively short, since it took only two minutes to obtain the 

results of this network. 

 

Figure 8. MAE error validation for the best two hidden layer 

architecture of ARC [2 2 1]. 

In Figure 8, it can be seen that the MAE is 32%, which shows 

that approximately out of every 10 evaluated for their 

respective classification, three will be wrong. The 

computational cost was similar to the case of the architecture 

[5 1], since the estimated training time was approximately two 

minutes. 

 

Figure 9. MAE error validation of major two-layer hidden 

architecture of ARC [2 2 2 1]. 

Figure 9 showed the best architecture obtained from neural 

networks with layers greater than 2, where it was observed that 

the MAE was 32%, similar to the architectures of one hidden 

layer and two hidden layers. The best architecture trained with 

the gradient descent algorithm was [5 1], then, other plots 

simulated in the MATLAB environment are shown, showing 

several characteristics of this neural network. 

 

 

Figure 10. ARC [5 1], a) Mean square error MSE=0.0018, b) Gradient, validations and learning rate and  

c) Regression R=0.99257. 
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Table 5 shows the values obtained for the different 

architectures when simulating with the Levenberg-Marquardt 

training algorithm. 

Table 3. Architecture with "TRAINLM" training algorithm 

and "logsig" activation functions. 

SIZE NEURONS MSE MAE(%) R 

[2 1] 3 5,6E-05 33 0,9997 

[3 1] 4 3,1E-06 32,7 0,9999 

[5 1] 6 2,5E-05 32,8 0,9998 

[7 1] 8 2,7E-08 32,7 1 

[2 2 1] 5 4,6E-05 32 0,9998 

[2 3  1] 6 7,4E-05 32 0,9996 

[5 3  1 ] 9 7,8E-07 33 1 

[7 5 1] 13 4,9E-10 33 1 

[12 7 1] 20 1,3E-10 32,7 1 

[2 2 2 1] 7 5,1E-05 32,7 0,9997 

[7 5 3 1] 16 7E-05 33 0,9987 

 

Table 5 shows that the best architectures for each hidden layer 

were: 

 

Figure 11. MAE error validation for the best hidden layer 

architecture of ARC [3 1]. 

Illustration 11 shows that the architecture of a hidden layer [3 

1] has an error rate of 32.7, which means that, out of every 10 

people evaluated, approximately three would be wrong in the 

classification, however, in the case of this architecture because 

it was trained using the Levenberg-Marquardt algorithm, a 

decrease in the computational cost was observed, since it took 

less time to be trained, this is because this optimization 

algorithm makes higher jumps than the gradient descent 

algorithm. 

 

Figure 12. MAE error validation for the best two hidden layer 

architecture of ARC [2 2 1]. 

Figure 12 shows that the MAE is 32%, which means that the 

probability of successful classification is 70%. 

 

Figure 13. MAE error validation of major two-layer hidden 

architecture of ARC [2 2 2 1]. 

Figure 13 shows that the MAE is 32.7%, also that there is a 

probability of success of 70%, the computational cost was 

lower in terms of time since it took approximately 30 seconds 

less to give the result than its counterpart architecture with the 

gradient descent algorithm.  

The best artificial neural architecture tested was [2 2 1], having: 

 

 

Figure 14. ARC [2 2 1], a) Mean square error MSE=4.67E-15, b) Gradient, validations and learning rate and  

c) Regression R=0.9998. 
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5. ANALYSIS AND DISCUSSIONS 

The behavior of the training and validation error with respect 

to the number of neurons of the architectures with only one 

hidden layer is shown in Table 4, with the following behavior: 

 

Figure 15. Number of Neurons Vs Training Error and 

Validation Error 

Illustration 15 shows that the validation error remains relatively 

constant, giving a better response in the use of the architecture 

[5 1] which had a percentage of 32%, in the other tests the value 

remained at 33%, in the training error as the number of neurons 

increased, a slight decrease in the error was observed. Now we 

proceed to show the behavior of the training and validation 

error with respect to the number of neurons of the architectures 

with only one hidden layer, in table 5, having the following 

behavior: 

 

Figure 16. Number of Neurons Vs Training Error and 

Validation Error 

In Figure 16 it was observed that the lowest validation error 

was generated in the first two architectures, however, the 

training error was lowest in the [2 2 1] architecture with the 

MSE being 4.6E-05. 

After performing the analysis with different architectures and 

training algorithms, it was observed that the best architecture is 

the one given by [2 2 1], since it has a lower number of neurons, 

which means a lower computational cost, a lower training error 

(MSE) and a better regression, which allows a better data fit. 

 

Figure 27. Best Neural architecture found. 

The logic followed for the analysis of the neural network 

generated in the paper is given in the following flowchart: 

 

Figure 18. Flowchart 

 

6. CONCLUSIONS 

 The best architecture found was [2 2 1] which 

presented an MSE of 4.6E-05, an MAE of 32% and a 

regression of 0.999, this was trained with the 

Levenberg-Marquardt algorithm, which tends a 

searches for local minima and thereby significantly 

reduces the computational cost. 

 It was observed that the best classification neural 

network was found with a 32% validation error, which 

shows that the inputs were not the most appropriate 

for the generation of the architecture, so in future 

works an important task is to review in depth the 

different inputs to use. 

 As future work, we will proceed to generate our own 

database with patient information acquired from the 

experimental field for the analysis of the median nerve 

in order to acquire relevant data that will allow us to 

make a classification network for the prevention of 

carpal tunnel syndrome. 
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