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Abstract 

Laser induced breakdown Spectroscopy (LIBS) is a type of 

atomic emission technique that used the laser shot on specific 

area of the sample to atomization-cum-excitation process , 

which released photon (light) at different wavelengths ,which 

can be after that used to determine elements in each sample and 

its concentration, in our work we develop a MATLAB code to 

determine the peaks and they are under the peaks with using 

Lorentzian fitting, so that we can calculate the Area percentage 

under each peaks and we compare the results with other two 

ways by using Origin software and Excel , so that we have the 

ability to calculate the RSD ,LOD and SNR  and the noise 

Fluctuation  for each shot that we had at every wavelength, the 

sample was prepared and we used the LIBS Type ((LPS-1064-

A  50mJ) , Start Wavelength 186.263 nm, End Wavelength: 

888.604 nm, Gate Delay: 0.350 ,Gate Width (ms) :1.050 , Laser 

Output Level :0.000 ,X Position: 0.000 ,Y Position: 0.000 ,Z 

Position: 0.000 , the calculation by using certain program  

showed  identic  results  regards the Area -percentage under 

each peaks just we see a very  abnormal response on the first 

and second shot at each wavelength after  that the photon 

emission effect goes  ordinary . our collected intensity data 

have been compared with the NIST data. The sample  was 

continued:  SN, Mg, Fe, Al, Cu, S, Si, Zn. 

Keywords: LIBS; Lorentzian fitting; software, thin films, 

MATLAB 

 

I. INTRODUCTION 

Each atom has unique emission characteristic, which called the 

photoelectric effect , that refers to the emission, or ejection, of 

electrons from the surface of, generally , a metal in response to 

incident light (photon), where we can use this information 

(Intensity of light) to analyses the composition of any sample 

,  by using the classical Maxwell wave theory of light, the more 

intense the incident light the greater the energy with which the 

electrons should be ejected from the metal [3]. That is, the 

average energy carried by an ejected (photoelectric) electron 

should increase with the intensity of the incident light. Laser 

induced breakdown spectroscopy(LIBS) is an emission 

analysis tool that used for very quick analysis without need to 

preparation of a sample ,regardless to its state (Gas-liquid-

solid)  ,and it caused no damage at the sample ,because the  

investigated area  is very small and the time for laser shots is 

very short . Excited sample is taken to a gaseous plasma state 

and dissociated to all molecules and fine particles, which 

produces a characteristic plasma light. Intensity of this plasma 

light is associated with concentration of the elements in the 

sample [1],[2],[3],[4]. 

We  used LIBS Type (LPS-1064-A  50mJ) , Start Wavelength 

186.263 nm, End Wavelength: 888.604,Gate Delay: 0.650 

,Gate Width (ms) :1.050 , Laser Output Level :0.000 ,X 

Position: 0.000 ,Y Position: 0.000 ,Z Position: 0.000 , 13 mJ, 

for the investigation process with ten shots at each step of 

wavelength. The laser that focused on the sample  created a 

plasma , one of the characters of the LIBS  ,that deals with a 

low-energy pulsed laser (typically tens to hundreds of milli 

joules per pulse) to generate a plasma which vaporizes a small 

amount of the sample[5]. Spectra emitted by the excited 

species, mostly atoms, are used to develop quantitative and 

qualitative analytical information. which it begins , when the 

atoms are excited , to start to move to upper orbit-level and 

rapid  forward back to ground level and at this time the photon 

are released with unique wavelength[6] [7],  these intensities of 

the photon (light) can be collected and analyzed to determine 

the elements of the sample and percentage of each elements in 

it. In our study case we wrote a MATLAB-code to determine 

the peaks and their area under each of them, we used Lorentzian 

fitting procedure to obtain the curve fitting to have a good result 

[6]. Our sample was a thin film sample , that was produced by 

using the chemical vapor deposition (CVD) , this process has 

many advantages such as versatile, obtained high purity and 

density and the metal formation is underneath the melting point 

[7]., Through the collected data we calculated the SNR for each 

peak at each shot,, Noise fluctuation for each peak at each shot 

, determine RMS ,RSD, Area percentage and SNR at each 

wavelength , the collected data from our LIBS is processed 

additionally by Origin, Excel and as well as the written 

MATLAB code so that we can compare the results with each 

other, in order to optimize the MATLAB code, and to be ready 

to be used in practice very efficiently. 

Due to the LIBS workwise, shot to shot error will differ from 

each other. Main result of this error is the background noise in 

the spectrum of the plasma created. LIBS is rapid investigating 

technique. On the other hand, this quick and easy way of data 

measurement brings errors in every single spectrum of data 

taken from the sample and every error would be different from 

the other. The plasma in our experiments is created in the air, it 

is obvious that in every single plasma created, there will be 

other accompanying species in different concentrations in the 

air just in front of the sample. and as the laser beam is ablating 

the sample surface in every single shot, the shape of the target 

surface area is changing. Due to this change, laser energy 

absorbed by the sample is changing shot by shot as well. To 

avoid the error coming from every shot, SNR is calculated with 

peaching on the noise fluctuation with the max. of the signal . 
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II. THIN FILM SAMPLE'S PREPARATION 

Our sample was prepared through Chemical Vapor 

Decomposition (CVD), which it was used to secure high purity 

and density in our sample[10], the metal formation through this 

process is below the melting point. The thick of our sample was 

approximately 12 µm. 

 

III. LIBS EXPERIMENTAL SETUP 

For recording the data we used LIBS Type (LPS-A-1064  50 ̴  
200 mJ ) , with  Start Wavelength 200 nm, End Wavelength: 

462, Gate Delay: 0.350 ,Gate Width (ms) :1.050, Laser Output 

Level :0.000 ,X Position: 0.000,Y Position: 0.000 ,Z Position: 

0.000, the lenses that have been used was convex lens (N-Bk7-

Bi )[9], for the directed laser pulse on the sample and for 

spectrum lights ,such as the one ,that directed to the fiber optics 

acceptance cone,  the collected LIBS spectra data  is collected 

by Thorlabs CCD-spectrometer. LIBS system used to consist 

of: Power Supply, Control screen, Laser Head, Cooling Unit, 

Target holder, to stabilize the samples and to move them 

gradually with a compass, the light collection system (lens, 

fiber optic) that is collecting the light created by the spark and 

transports the light to the detection system, the system  

schematic is shown in Figure 1, [2]. 

 

 

Fig 1. Schematic for LIBS system 

 

The collected data from the LIBS system are represented in fig 2-a and fig 2-b 

 

Fig 3(a ). 10 shots Intensities) 
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Fig 2(b). 10 shots Intensities stack spectra 

 

IV. DATA ANALYSIS 

V.I  prepared of Data  

Our data after finishing the experiment was in 77 table with 

10 shot for every table, firstly we calculated the average of all 

the tables so that we have one table, which includes 10 shots, 

the average was calculated by the formula [8] 

𝒙 = ∑
𝒙𝒊

𝒏

𝒏

𝒊=𝟏
                 [equation 1] 

where, 

�̅�  is the average value of the Intensity  

Σ Xi   is sum of Intensity value at each shot  

which was gave us an end table, that showed like in Table 1  

below 

Table 1. 10 shot end table 
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IV.II Data Analysis 

i. RSD (Relative Standard Deviation)  

Relative standard deviation is calculated to understand the 

error of the system itself. This error is appeared, because  the 

surface of the sample is distributed so that the focal spot of 

the laser is not same for each consecutive laser pulse and due 

to changing media conditions (varying particles  in front of 

the sample)   in every shot, the absorbed partition of the laser 

beam is changing accordingly. shot by shot both factors cause 

fluctuations and poor reproducibility of the LIBS data. We 

calculated the for each wavelength, the relative  standard 

(RSD) shows us clearly, whether the normal standard 

deviation is a smaller or larger amount compare deviation  to 

the statistical average of the data set, that we collected from 

the practical experience[7].  

𝑹𝑺𝑫(%) =
𝟏𝟎𝟎

𝑵𝒄𝒐𝒏𝒄
∑

𝝈𝑪𝒌

𝑪𝒌

𝑵𝒄𝒐𝒏𝒄

𝒌=𝟏
   

 

with           𝝈𝑪𝒌
𝟐=∑

(ĉ𝒊𝒌−𝒄𝒌)𝟐

𝝆−𝟏

𝝆

𝒊=𝟏
           [equation 2] 

where, 

              𝑵𝒄𝒐𝒏𝒄= number of different concentrations in the 

validation set 

            ρ=number of spectra per concentration 

             σ=Standard deviation 

 

ii. RMS (Root mean square) 

The collected data was positive and negative so that, we 

choice to determine the Root mean square (RMS) [2], through 

it we can measure the dispersed of the quantity around the 

average value in other words, the average value through 

(RMS) is not removed as when we used the standard 

deviation (STDEV), and through this rms we can define the 

size of  signal (strength of the signal) we used the formula 

𝐑𝐌𝐒 = √∑ 𝐱𝐢
𝐍
𝐢=𝟏

𝐍
        [equation 3] 

Where, 

Σ Xi   is sum of Intensity value at each shot  

N is the length of the system at every shot  
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iii. SNR(signal Noise Ratio) 

The signal to noise ratio (SNR) is very important to determine 

the strong of the signal at certain wavelength, which carried 

information, we calculated the SNR for every wavelength 

between the 10 shot [2],[12]. 

SNR=  
𝐒𝐢𝐠𝐧𝐚𝐥 𝐩𝐨𝐰𝐞𝐫

𝐍𝐨𝐢𝐬𝐞 𝐏𝐨𝐰𝐞𝐫⁄             [equation 4] 

where, 

Signal Powe is the average at every certain wavelength 

for the 10 shots   

Noise Power is the Standard deviation at certain 

wavelength  for the 10 shot 

SNR = STD Baseline Fluctuation / Max. Intensity for 

every spectrum line observed   [equation 5] 

 

iv. Detection Limit 

Limit of detection (LOD) can be determined by calibration 

curve in LIBS. It is[] defined as:  

𝐋𝐎𝐃 =
𝟑∗𝐒𝐁

𝐒
      [equation 6] 

where, 

 SB is the standard deviation of background, 

 S is the slope of  calibration.  

 

V. SOFTWARE DEVELOPMENT  

We have developed a MATLAB program that defines the 

peaks as it needed, depends on the threshold that we choose, 

and we calculate the area under the curve for a 10-shot, and 

for a one-shot as it necessary, the output of a final is in the 

form of a table, that contains the location of the point and the 

area under the curve, the ratio of area in percentage. The 

program also calculates the SNR for the whole system and 

SNR, RSD at each wavelength row. The program saved time 

and its suitable to handle with it . The MATLAB code used 

Lorentzian fitting  .Lorentzian equation is used in our written-

MATLAB program, we used it for many reasons  such ,it is 

easy to be calculate , symmetric, and it emphasizes the tails 

of the peak.  

The Lorentzian function is 

𝐲 = 𝐲𝟎 +
𝟐𝐀

𝛑

𝐰

𝟒(𝐱−𝐱𝐂)𝟐+𝐰𝟐       [equation 7] 

     Where:   y0 = offset, xc = center, w = FWHM, A = area 

 

VI. ORIGIN SOFTWARE  

We chose the peak location and the same condition as in 

MATLAB and calculate the Area under the curve by using 

Lorentzian fitting manually to compare the results with 

MATLAB itself. 

 

VII. EXCEL SOFTWARE  

We used Excel to calculate the Area und SNR ,LOD for every 

shot at  certain location of the  peak. 

The Area calculation by using excel was not fitting area under 

the curve , it was normal calculation of are under curve , so 

that it is bigger compared to MATLAB and Origin software . 

 

VIII. RESULTS  

we chose a threshold that allowed just only peaks with 900 to 

be appear and calculated we had 44 peaks which some of 

them are visible in all 10 shots ,as shown  in Table 2 , we 

compared the strong lines with NIST Data base[13]. 

Table 1. Visible peaks in all 10 shot 

Peak location 235.47 242.913 251.569 270.592 279.441 288.032 300.807 303.279 393.36 396.821 589.245 

Element Sn I Sn I Si  I Cu II Mg II Si I Fe I Sn I Al I Zn II S II 

 

 

Fig 3. visible peaks at 10 shots 
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IX.I  Peak identification 

The help of the NIST Database [13], we set the label for the detected peaks as shown in the figure 4   

 

Fig 4 (a) 

 

 

Fig 4(b) 

 

 

Fig 4 (c) 

The intensities 3-D diagram for Origin ,MATLAB, and Excel as shown in Figure 5, Figure 6, and Figure 7,as we see in the figure 

4, 5 and  figure 6, it is quite visible the effect of the Lorentzian fitting compares with excel 3-d figure with origin and MATLAB 3-

D figures. 

 

Fig 5. Intensities 3-D Origin 
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Fig 6. Intensities 3-D MATLAB 

 

 

Fig 7. Intensities 3-D Excel 

 

IX.II Limit of Detection  

We calculate the limit of detection for every peak at every visible shot, so we have the values of LOD as shown in table[2] , as 

well the diagram of every shot  

Table 2. LOD at each shot 

Wavelength[nm] Shot1 Shot2 Shot3 Shot4 Shot5 Shot6 Shot7 Shot8 Shot9 Shot10 

215.164 6.687042          

220.949 3904.518 15033.21 18.63907 2931.1      11633.93 

224.579 3.30111 3.705651 5.103684 4.123084 7.097038     11.29238 

226.879 2.392877 2.106441 2.60776 2.842951 4.074616 6.364593    4.030971 

228.646 6980.792          

231.711 2.6066 2.931313 7.675708 5.18139 7.945669     4.447373 

233.464 1.628952 4.131411 5.055947 5.403794      7.747939 

235.47 2.181754 2.726351 987.5408 3.234874 4.449603 4.907212 2.094461 5.01664 6.540595 3.724137 

242.913 1.790612 2.894816 3.81909 3.118538 3.959998 3.940732 2.252057 3.146831 4.480715 2.08581 

248.301          8.466319 

249.498 3.385372 5.318794         

251.569 25.85458 25.2607 29.32739 28.41791 24.65338 25.6683 27.09513 25.74008 26.85978 32.77566 

254.629 7.253473 1.868336 7.714834 4.671237 7.747826 6.646211    4.70336 

257.112 2.508933 3.000612 9.445056 3.263551 6.097653  4.281377   6.381388 
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Wavelength[nm] Shot1 Shot2 Shot3 Shot4 Shot5 Shot6 Shot7 Shot8 Shot9 Shot10 

259.398 3.070458 8.859565  6.459769       

266.064 3.571391 6.637417  6.414822       

270.592 362.0121 83.53708 591.301 2561.311 525.4054 575.5466 3.871764 5.429161 8726.347 2.226398 

277.852 3.2125 2.831215  3.901827       

279.441 7.97137 511.6859 0.398331 662.6914 404.3145 64.83237 187.1017 281.785 74.23045 196.5197 

281.257 2.155149          

283.936 949.4453 661.1526 1477.157 600.3406 3147.084 1452.187 3453.926 1408.163  2.567489 

284.921         9986.006  

286.249 970.9642 327.7922 675.1274 1242.305 3910.762 6.482481    2.338131 

288.032 9.795362 379.8661 4.430408 3.762242 3153.874 4.544728 3.37715 809.7769 3.156885 2.144173 

291.229 3.908065          

300.807 512.9966 2644.864 1655.136 1846.031 5569.391 4.459684 240.6682 4.401477 7.411046 1.851869 

303.279 1131.022 2471.309 46643.6 310.6893 230.2813 751.0947 706.055 5.82628 4749.348 1.179452 

317.475 3.382463 3.794345 10.50901 5.856663 4.859925      

326.204 2.805106 3.496181 7.065081 4.599306 6.168263 9.198862 5.017705    

333.1 6.030512          

380.099 2.25784 4.3105  5.068659       

393.36 3.493563 3.549386 4.057019 2.571105 1283.187 3.233065 2.863264 3.966134 2.253872 3.88453 

396.821 5.485078 1.617449 4.157734 3.072567 3.602667 3.306767 2.109884 3.367601 1.184948 2.38882 

422.7 4.932796   7.292008       

452.532 3.28773 5.894022  7.721021       

518.595    4904.607       

533.629 7.160388          

556.587 6.429071   19.47959       

559.159 4822.075 7.257153 3039.69 11236.69       

563.491 3.674267   6.613367       

580.242 2.692219          

589.245 3817.36 94.36627 146.5534 528.8215 1.348698 351.4796 2.132827 266.4766 519.9721 67.68272 

616.456 2099.327   12153.48       

645.567 4.017055          

 

IX.III Signal Noise Ratio (SNR) 

The signal-to-noise ratio (SNR)  as shown in figure 8 ,can be considered as tool to explain the signal quality. The SNR compares 

the average power available in the signal to the average power contained in the noise, which includes any signal from sources 

other than the target signal source . 

In our work we calculate SNR in two different ways : 

1. At every peak with the help of Baseline Fluctuation ,where the Standard deviation of it provide us the noise and the peak 

height provides us the Signal  

2. For each Row  that included a peak ,that visible for our condition[12] 
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Fig 8. Signal Noise schematic 

The LIBS system, that we used , is open to  the air conditions , it is obvious that in every single plasma created, there will be other 

accompanying species in different concentrations in the air just in front of the sample. Furthermore,  the laser beam is ablating the 

sample surface in every  shot, so that the shape of the target surface area is changing. Due to this change, laser energy absorbed by 

the sample is changing shot by shot as well. SNR (Signal to Noise)  for every peak at every shot is calculated by equation 5 for 

every spectrum line observed [12]. The results are shown in Table 3. 

Table 3. SNR at each shot 

Wavelength[nm] Shot1  Shot2 Shot3 Shot4 Shot5 Shot6 Shot7 Shot8 Shot9 Shot10 

215.164 44.862887           

220.949 0.0768341  0.019956 16.09522 0.102351      0.025787 

224.579 90.87853  80.95745 58.781069 72.76106 42.27116     26.56659 

226.879 125.37211  142.4203 115.04125 105.5242 73.62656 47.13577    74.42375 

228.646 0.0429751           

231.711 115.09245  102.3432 39.08434 57.89953 37.75642     67.45556 

233.464 184.16745  72.61441 59.336064 55.51655      38.71997 

235.470 137.50402  110.0372 0.3037849 92.73931 67.42174 61.1345 143.2349 59.80098 45.86738 80.55558 

242.913 167.54044  103.6335 78.552752 96.19893 75.75762 76.12799 133.2116 95.33401 66.9536 143.829 

248.301           35.43453 

249.498 88.616546  56.40376         

251.569 11.603358  11.87616 10.229346 10.55672 12.16872 11.68757 11.0721 11.65497 11.16912 9.153133 

254.629 41.359498  160.5707 38.886124 64.22282 38.72054 45.1385    63.78419 

257.112 119.57276  99.97961 31.762651 91.92442 49.19926  70.07091   47.01172 

259.398 97.705299  33.86171  46.44129       

266.064 84.000887  45.19831  46.76669       

270.592 0.8287015  3.59122 0.5073558 0.117128 0.570988 0.521244 77.48407 55.25715 0.034379 134.7468 

277.852 93.385214  105.9616  76.88706       
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Wavelength[nm] Shot1  Shot2 Shot3 Shot4 Shot5 Shot6 Shot7 Shot8 Shot9 Shot10 

279.441 37.634687  0.586297 753.14334 0.452699 0.741997 4.627318 1.603406 1.064642 4.041468 1.526565 

281.257 139.20153           

283.936 0.315974  0.453753 0.2030929 0.499716 0.095326 0.206585 0.086858 0.213044  116.8457 

284.921          0.030042  

286.249 0.3089712  0.915214 0.4443606 0.241487 0.076711 46.27858    128.3076 

288.032 30.62674  0.789752 67.713847 79.73968 0.095121 66.01055 88.83231 0.370472 95.0304 139.9141 

291.229 76.764334           

300.807 0.5847992  0.113427 0.181254 0.162511 0.053866 67.26934 1.246529 68.15894 40.48011 161.9985 

303.279 0.2652468  0.121393 0.0064318 0.965595 1.302754 0.399417 0.424896 51.49083 0.063167 254.3554 

317.475 88.692757  79.06503 28.546944 51.22371 61.72935      

326.204 106.94784  85.80792 42.462361 65.22723 48.63606 32.61273 59.78829    

333.100 49.747019           

380.099 132.87035  69.59749  59.18725       

393.360 85.872218  84.52167 73.945927 116.6813 0.233793 92.79122 104.7755 75.64041 133.1043 77.22942 

396.821 54.693841  185.4773 72.154695 97.63822 83.27164 90.72304 142.1879 89.08419 253.1757 125.585 

422.700 60.817432    41.14093       

452.532 91.248382  50.89903  38.85497       

518.595     0.061167       

533.629 41.897169           

556.587 46.663037    15.40074       

559.159 0.0622139  41.33853 0.0986943 0.026698       

563.491 81.648937    45.36267       

580.242 111.43224           

589.245 0.0785883  3.179102 2.0470353 0.567299 222.4367 0.853535 140.6584 1.125803 0.576954 4.432446 

616.456 0.142903    0.024684       

645.567 74.681573           
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SNR and RSD%  for each Row included the peak with the 

help of equations [2],[4] are shown in Table  4 

Table 4. RSD % and SNR each row 

Wavelength [nm] RSD% SNR-row 

215.164 73.80 1.36 

220.949 59.35 1.68 

224.579 64.90 1.54 

226.879 64.07 1.56 

228.646 79.64 1.26 

231.711 69.65 1.44 

233.464 72.21 1.38 

235.470 62.70 1.59 

242.913 63.16 1.58 

248.301 75.86 1.32 

249.498 76.05 1.31 

251.569 28.18 3.55 

254.629 74.49 1.34 

257.112 79.09 1.26 

259.398 85.81 1.17 

266.064 79.83 1.25 

270.592 69.19 1.45 

277.852 60.70 1.65 

279.441 29.96 3.34 

281.257 78.92 1.27 

283.936 72.16 1.39 

284.921 79.33 1.26 

286.249 69.74 1.43 

288.032 27.93 3.58 

291.229 87.04 1.15 

300.807 70.83 1.41 

303.279 67.80 1.47 

317.475 56.02 1.79 

326.204 59.49 1.68 

333.100 75.75 1.32 

380.099 87.71 1.14 

Wavelength [nm] RSD% SNR-row 

393.360 20.99 4.76 

396.821 20.91 4.78 

422.700 24.61 4.06 

452.532 146.02 0.68 

518.595 32.05 3.12 

533.629 89.20 1.12 

556.587 95.67 1.05 

559.159 59.89 1.67 

563.491 116.63 0.86 

580.242 104.56 0.96 

589.245 26.61 3.76 

616.456 30.78 3.25 

645.567 123.87 0.81 

 

IX.IV RMS( Root Mean Square) 

We used RMS to represent the strength of the received 

signal(data),with help of equation (3) we received the data in 

table 5  with compare to the peaks at each shot. 

Table 5.  RMS , Peaks Nr. for each shot 

  Peak-Nr RMS 

shot1 41 188.81 

shot2 29 112.3637 

shot3 23 100.9043 

shot4 33 144.4553 

shot5 20 73.45588 

shot6 16 81.29056 

shot7 14 96.43413 

shot8 12 80.92402 

shot9 12 102.33 

shot10 21 51.06672 

 

X. ELEMENTS IN THE SAMPLE: 

After determining the peaks, the area under the curve for the 

total peaks and the ratio of every area to the total Area were 

calculated, and thus represent   the percentage of each element 
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at the sample, or in other words the ratio of each element 

based on each area under the peak that belong to each element 

depends on the comparing with NIST database .[13] the 

compare of the are percentage at each peak between Origin 

,MATLAB and Excel show us  close results  as shown in 

figure 9, the collected data of the area percentage under curve 

via Origin ,MATALB and Excel are represented on  Tables 

(6),(7) and (8) . 

 

Table 6. Area percentage from Origin Data 

Wavelength[nm] shot1 shot2 shot3 shot4 shot5 shot6 shot7 shot8 shot9 shot10 Average (row) Label 

215.164 0.546666          0.54666559 Sn II 

220.949 1.020265 1.169725 1.028693 0.874376      1.001298 1.01887142 Cu II 

224.579 1.575337 1.669832 1.351076 1.209093 0.959616     1.231003 1.33265943 Sn I 

226.879 2.175629 2.236934 1.726601 1.617817 1.199775 1.198761    1.756711 1.7017467 Sn II 

228.646 0.656454          0.65645382 Cu II 

231.711 1.900948 1.710156 1.274023 1.335433 1.055023     1.387527 1.44385153 Sn I 

233.464 1.33237 1.313004 1.01193 0.992216      0.97458 1.12481976 Fe II 

235.47 3.882835 3.970772 3.057082 2.872599 2.240596 2.172033 2.098576 1.612731 1.331305 3.005184 2.62437141 Sn I 

242.913 6.67512 5.602859 4.335957 4.235727 3.051859 3.057992 2.94252 2.267565 1.859483 4.139767 3.81688493 Sn I 

248.301          0.904395 0.9043954 Sn I 

249.498 1.52026 1.418707         1.46948327 Fe II 

251.569 0.505025 3.240012 4.403412 3.480777 4.922068 4.899526 5.213806 5.134668 5.627344 5.626995 4.30536334 Si  I 

254.629 1.615405 1.436472 1.034575 1.174574 0.817623 0.769939    1.258688 1.15818246 Sn I 

257.112 1.946506 1.656617 1.111021 1.365766 0.881706  0.821178   1.217824 1.28580254 Fe II 

259.398 1.093342 0.872455  0.73547       0.90042234 Fe II 

266.064 1.131758 0.941031  0.771346       0.94804532 Sn I 

270.592 5.289031 5.03915 3.548167 3.749535 2.697897 2.553074 2.45657 1.951644 1.628223 3.453375 3.23666652 Cu II 

277.852 1.375721 1.359608  1.308602       1.34797718 Fe I 

279.441 1.53183 17.40053 24.67449 18.26212 28.14388 28.73219 31.1638 29.45407 33.12065 28.76946 24.1253026 Mg II 

281.257 1.245226          1.24522626 Al II 

283.936 8.906691 8.341102 6.313101 6.317653 4.554032 4.700154 4.354078 3.465528  5.679704 5.84800494 Sn I 

284.921         2.624834  2.62483354 Sn I 

286.249 5.239265 4.800099 3.317236 3.753784 2.556416 2.584659    3.495987 3.67820681 Sn I 

288.032 0.39081 1.982284 2.748164 2.388033 2.952199 2.926295 3.252687 3.281253 3.457871 3.469555 2.68491494 Si I 

291.229 0.871165          0.87116452 Cu II 

300.807 4.546481 3.948475 2.630894 3.238951 2.291402 2.136281 2.073953 1.677193 1.340337 2.88381 2.67677775 Fe I 

303.279 6.91988 5.824688 3.980094 4.982148 3.36339 3.303607 3.266772 2.463992 2.076254 4.382861 4.05636854 Sn I 

317.475 1.089824 1.088547 0.950414 1.035521 0.946982     1.076934 1.03137043 Sn I 

326.204 1.410144 1.250658 0.975471 1.058447 0.841817 0.917776 0.865751   0.914081 1.02926811 Sn I 

333.1 0.468623          0.46862315 Cu I 
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Wavelength[nm] shot1 shot2 shot3 shot4 shot5 shot6 shot7 shot8 shot9 shot10 Average (row) Label 

380.099 1.069532 0.693219  0.62158       0.79477703 Sn I 

393.36 0.869916 2.08727 3.059436 2.775099 3.159935 3.704543 4.00261 5.046416 4.521127 3.419309 3.26456617 Al I 

396.821 0.555607 1.888723 2.171399 1.931658 2.197615 2.422854 2.832323 3.448302 3.065102 2.457351 2.29709338 Zn II 

422.7 0.365187   0.571041       0.46811365 S II 

452.532 2.005262 0.622049  0.76308       1.13013012 Sn I 

518.595    0.734137       0.73413694 Cu II 

533.629 1.039105          1.03910473 Cu I 

556.587 1.779391   0.616739       1.1980649 S II 

559.159 2.016792 0.990317 1.305747 0.916117       1.30724307 Al II 

563.491 1.076491   0.55105       0.81377042 S II 

580.242 1.233028          1.23302767 Cu I 

589.245 20.4196 15.44471 23.99102 23.19728 31.16616 33.92032 34.65537 40.19664 40.23665 17.4936 28.0721347 S II 

616.456 0.39072   0.562229       0.47647446 Fe I 

645.567 0.969008                   0.96900838 Sn II 

 

Table 7. Area percentage from MATLAB Data 

Wavelength 

[nm] 
shot1 shot2 shot3 shot4 shot5 shot6 shot7 shot8 shot9 shot10 Average (row) Label 

215.164 0.4080231          0.408023145 Sn II 

220.949 0.8181241 0.861566 0.667377 0.5736311      0.66285 0.716709648 Cu II 

224.579 1.3212006 1.361857 1.017679 0.9338715 0.6828317     0.9603261 1.046294351 Sn I 

226.879 1.8836007 1.832722 1.258865 1.2030437 0.8011692 0.801069    1.4777144 1.322597717 Sn II 

228.646 0.4912569          0.491256916 Cu II 

231.711 1.4827446 1.228672 0.810553 0.8867392 0.6676306     1.0575949 1.022322304 Sn I 

233.464 1.163993 1.08208 0.759491 0.7909703      0.8079399 0.920894763 Fe II 

235.47 3.6145259 3.493675 2.472163 2.419709 1.7211121 1.5973555 1.5103283 1.107186 0.8842452 2.5973048 2.141760481 Sn I 

242.913 7.5666243 5.09828 3.575512 3.7392464 2.3023336 2.2472974 2.2576359 1.6590532 1.2145647 3.7114579 3.337200526 Sn I 

248.301          0.763186 0.763186011 Sn I 

249.498 1.2824294 1.121998         1.202213569 Fe II 

251.569 0.3367143 2.643308 3.393413 2.776544 3.8008814 3.6487297 3.8287671 3.7213194 3.8924339 4.7240201 3.276613082 Si  I 

254.629 1.6121273 1.327171 0.848468 1.0917939 0.6659174 0.6232556    1.1860474 1.050683059 Sn I 

257.112 1.8790837 1.488395 0.837623 1.2224106 0.7249149  0.6493755   1.1314412 1.133320533 Fe II 

259.398 1.0126424 0.68492  0.6191965       0.772253125 Fe II 

266.064 1.1765955 0.899876  0.782718       0.95306317 Sn I 

270.592 5.8091992 5.361764 3.56458 3.870448 2.6016818 2.367944 2.2576062 1.7246749 1.3869184 3.6139567 3.25587728 Cu II 

277.852 1.2758948 1.046059  0.9969652       1.106306314 Fe I 

279.441 1.5101041 13.34201 18.74037 13.59947 22.200697 23.180216 25.75382 25.779426 27.902029 22.160121 19.41682609 Mg II 
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Wavelength 

[nm] 
shot1 shot2 shot3 shot4 shot5 shot6 shot7 shot8 shot9 shot10 Average (row) Label 

281.257 1.1904477          1.19044769 Al II 

283.936 9.5553212 8.386237 6.086626 6.0875048 4.0516362 4.1537619 3.8311434 3.1881905  5.8379873 5.686489734 Sn I 

284.921         2.2165083  2.216508278 Sn I 

286.249 5.7647818 5.173756 3.25274 3.8428706 2.3658166 2.3485908    3.6921249 3.777240134 Sn I 

288.032 0.3471487 1.96509 2.64658 2.3666434 2.8238101 2.7426689 2.9929137 3.0550885 3.0506652 3.7756841 2.576629283 Si I 

291.229 0.7071106          0.70711063 Cu II 

300.807 4.8898334 4.219003 2.613038 3.3272566 2.1857404 2.0434034 1.9507405 1.5356995 1.164387 3.2008083 2.712991012 Fe I 

303.279 6.5618867 5.524976 3.547032 4.4846722 2.734504 2.7258026 2.6927609 1.9358402 1.6192107 4.2927935 3.611947873 Sn I 

317.475 1.0685783 0.920448 0.693153 0.7880037 0.6205635     0.7824725 0.812203088 Sn I 

326.204 1.3988333 1.190144 0.973319 0.974381 0.7485575 0.7764232 0.7313866   0.9294678 0.965314034 Sn I 

333.1 0.4673317          0.467331724 Cu I 

380.099 1.1259144 0.678981  0.5212758       0.77539024 Sn I 

393.36 0.9144723 1.962311 2.832562 2.5947838 2.8344632 3.3369106 3.5103467 4.6458647 3.8840759 3.2357098 2.97515001 Al I 

396.821 0.6033394 1.419213 1.93588 1.7537981 1.9063903 2.012094 2.4394504 3.123593 2.5726481 2.3484398 2.011484605 Zn II 

422.7 0.3761329   0.4854669       0.43079992 S II 

452.532 1.622667 0.509038  0.5251617       0.885622194 Sn I 

518.595    0.5560191       0.556019125 Cu II 

533.629 0.4942984          0.494298381 Cu I 

556.587 1.0823853   0.5872526       0.834818978 S II 

559.159 1.3889861 0.518275 0.609813 0.9451113       0.865546379 Al II 

563.491 0.9270146   0.3847467       0.655880648 S II 

580.242 0.6755818          0.675581774 Cu I 

589.245 23.21903 16.54114 24.99492 24.451972 31.672973 34.290535 34.77376 41.174773 39.775063 13.831875 28.4726045 S II 

616.456 0.2970398   0.4910242       0.394031972 Fe I 

645.567 0.6335282                   0.633528243 Sn II 

 

Table 8. Area percentage from Excel Data 

Wavelength 

[nm] 
shot1 shot2 shot3 shot4 shot5 shot6 shot7 shot8 shot9 shot10 Average (row) Label 

215.164 0.685308          0.685308026 Sn II 

220.949 1.222406 1.477884 1.390008 1.175122      1.339745 1.32103319 Cu II 

224.579 1.829474 1.977806 1.684473 1.484314 1.236401     1.501679 1.619024512 Sn I 

226.879 2.467658 2.641146 2.194336 2.03259 1.598381 1.596452    2.035707 2.080895686 Sn II 

228.646 0.821651          0.821650714 Cu II 

231.711 2.319151 2.19164 1.737493 1.784126 1.442414     1.717459 1.865380747 Sn I 

233.464 1.500746 1.543927 1.264369 1.193462      1.141219 1.32874475 Fe II 

235.47 4.151144 4.447869 3.642 3.325489 2.76008 2.746711 2.686824 2.118277 1.778366 3.413063 3.106982337 Sn I 

242.913 5.783616 6.107438 5.096403 4.732208 3.801385 3.868686 3.627404 2.876076 2.504401 4.568076 4.296569341 Sn I 
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Wavelength 

[nm] 
shot1 shot2 shot3 shot4 shot5 shot6 shot7 shot8 shot9 shot10 Average (row) Label 

248.301          1.045605 1.045604791 Sn I 

249.498 1.75809 1.715416         1.736752971 Fe II 

251.569 0.673335 3.836716 5.413411 4.18501 6.043255 6.150322 6.598845 6.548017 7.362255 6.52997 5.334113597 Si 

254.629 1.618682 1.545773 1.220682 1.257354 0.969329 0.916623    1.331329 1.265681864 Sn I 

257.112 2.013927 1.824838 1.384419 1.509121 1.038497  0.992981   1.304208 1.438284555 Fe II 

259.398 1.174041 1.05999  0.851743       1.02859156 Fe II 

266.064 1.086921 0.982186  0.759975       0.943027477 Sn I 

270.592 4.768863 4.716536 3.531754 3.628622 2.794111 2.738204 2.655533 2.178613 1.869528 3.292793 3.217455758 Cu II 

277.852 1.475548 1.673157  1.620239       1.589648052 Fe I 

279.441 1.553557 21.45904 30.60861 22.92477 34.08707 34.28416 36.57379 33.12872 38.33928 35.3788 28.83377903 Mg II 

281.257 1.300005          1.300004835 Al II 

283.936 8.258061 8.295968 6.539577 6.547802 5.056428 5.246545 4.877013 3.742866  5.521422 6.00952015 Sn I 

284.921         3.033159  3.033158794 Sn I 

286.249 4.713749 4.426442 3.381732 3.664698 2.747016 2.820728    3.29985 3.579173478 Sn I 

288.032 0.434471 1.999478 2.849747 2.409422 3.080588 3.10992 3.512461 3.507417 3.865077 3.163425 2.793200603 Si I 

291.229 1.035218          1.035218407 Cu II 

300.807 4.203129 3.677946 2.64875 3.150645 2.397064 2.229159 2.197166 1.818687 1.516288 2.566812 2.640564494 Fe I 

303.279 7.277873 6.124399 4.413157 5.479624 3.992277 3.881412 3.840783 2.992144 2.533297 4.472928 4.500789212 Sn I 

317.475 1.111069 1.256647 1.207675 1.283039 1.273401     1.371395 1.250537768 Sn I 

326.204 1.421455 1.311173 0.977623 1.142513 0.935076 1.059129 1.000115   0.898693 1.093222189 Sn I 

333.1 0.469915          0.469914575 Cu I 

380.099 1.013151 0.707457  0.721884       0.814163828 Sn I 

393.36 0.82536 2.21223 3.286309 2.955414 3.485407 4.072176 4.494874 5.446967 5.158178 3.602909 3.553982328 Al I 

396.821 0.507874 2.358232 2.406919 2.109518 2.488839 2.833613 3.225196 3.773012 3.557556 2.566263 2.582702158 Zn II 

422.7 0.354241   0.656614       0.505427379 S II 

452.532 2.387857 0.735059  1.000998       1.374638037 Sn I 

518.595    0.912255       0.912254751 Cu II 

533.629 1.583911          1.583911087 Cu I 

556.587 2.476397   0.646225       1.561310818 S II 

559.159 2.644597 1.462359 2.001681 0.887123       1.748939756 Al II 

563.491 1.225968   0.717353       0.971660194 S II 

580.242 1.790474          1.790473566 Cu I 

589.245 17.62016 14.34828 22.98711 21.9426 30.65935 33.5501 34.53698 39.2185 40.69823 21.15533 27.67166486 S II 

616.456 0.484401   0.633433       0.558916952 Fe I 

645.567 1.304489          1.304488507 Sn II 
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Fig 9. Area percentage under curve 

 

Elements percentage via  Origin software are shown in Table 9 

Table 9. Element percentage via Origin software 

Element % shot1 shot2 shot3 shot4 shot5 shot6 shot7 shot8 shot9 shot10 

Aluminum % 4.131933734 3.077587 4.365183 3.691216 3.159935 3.704543 4.00261 5.046416 4.521127 3.419309 

Cupper % 10.5776703 6.208875 4.57686 5.358048 2.697897 2.553074 2.45657 1.951644 1.628223 4.454672 

Iron % 12.2053995 10.56887 4.753844 8.203234 3.173108 2.136281 2.895132 1.677193 1.340337 5.076214 

Magnesium % 1.531830301 17.40053 24.67449 18.26212 28.14388 28.73219 31.1638 29.45407 33.12065 28.76946 

Sulfur % 23.6406645 15.44471 23.99102 24.93611 31.16616 33.92032 34.65537 40.19664 40.23665 17.4936 

Silicon % 0.895834218 5.222296 7.151576 5.86881 7.874267 7.82582 8.466494 8.415921 9.085216 9.09655 

Tin % 47.11330514 40.18842 28.31563 31.7488 21.58713 18.70492 13.5277 9.809817 7.891875 29.23284 

Zink % 0.555606556 1.888723 2.171399 1.931658 2.197615 2.422854 2.832323 3.448302 3.065102 2.457351 

 

 

Chart 1. Average elements percentage by using Origin-software 
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Chart 2. Elements percentage per Shot by using Origin-software 

 

Elements percentage via  MATLAB software are shown in Table 10 

Table 10. Element percentage via Origin software 

  shot1 shot2 shot3 shot4 shot5 shot6 shot7 shot8 shot9 shot10 

Aluminum % 3.493906 2.480585 3.442376 3.539895 2.834463 3.336911 3.510347 4.645865 3.884076 3.23571 

Cupper % 9.462903 6.22333 4.231957 5.000098 2.601682 2.367944 2.257606 1.724675 1.386918 4.276807 

Iron % 11.80092 9.642456 4.210151 7.447823 2.910655 2.043403 2.600116 1.5357 1.164387 5.140189 

Magnesium % 1.510104 13.34201 18.74037 13.59947 22.2007 23.18022 25.75382 25.77943 27.90203 22.16012 

Sulfur % 25.60456 16.54114 24.99492 25.90944 31.67297 34.29054 34.77376 41.17477 39.77506 13.83188 

Silicon % 0.683863 4.608398 6.039994 5.143187 6.624691 6.391399 6.821681 6.776408 6.943099 8.499704 

Tin % 46.79695 37.62583 24.53611 28.28099 17.36207 15.27356 11.02326 7.89027 5.934529 27.28848 

Zink % 0.603339 1.419213 1.93588 1.753798 1.90639 2.012094 2.43945 3.123593 2.572648 2.34844 

 

Chart 3. Average elements percentage by using MATLAB-software 
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Chart 4. Elements percentage per Shot by using MATLAB-software 

 

Table 11. Element percentage via Excel software 

 shot1 shot2 shot3 shot4 shot5 shot6 shot7 shot8 shot9 shot10 

Aluminum % 4.76996 3.67459 5.28799 3.84254 3.48541 4.07218 4.49487 5.44697 5.15818 3.60291 

Cupper % 11.69244 6.19442 4.92176 5.71600 2.79411 2.73820 2.65553 2.17861 1.86953 4.63254 

Iron % 12.60988 11.49528 5.29754 8.95864 3.43556 2.22916 3.19015 1.81869 1.51629 5.01224 

Magnesium % 1.55356 21.45904 30.60861 22.92477 34.08707 34.28416 36.57379 33.12872 38.33928 35.37880 

Sulfur % 21.67677 14.34828 22.98711 23.96279 30.65935 33.55010 34.53698 39.21850 40.69823 21.15533 

Silicon % 1.10781 5.83619 8.26316 6.59443 9.12384 9.26024 10.11131 10.05543 11.22733 9.69340 

Tin % 47.42966 42.75101 32.09515 35.21661 25.81219 22.13629 16.03214 11.72936 9.84922 31.17720 

Zink % 0.50787 2.35823 2.40692 2.10952 2.48884 2.83361 3.22520 3.77301 3.55756 2.56626 

 

 

Chart 5. Average elements percentage by using Excel-software 
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Chart 6. Elements percentage per Shot by using Excel-software 

 

 

Figure 16. Compare the Average Area percentage between MATLAB, Origin and Excel 

 

XI. CONCLUSION  

The results that are shown of  the investigated elements, the 

MATLAB code was running smoothly and rapid, the area 

percentage on MATLAB was smaller than in origin and excel. 

This was affected of the Lorentzian fitting and changing of 

FHWM. The condition of the investigation experiment could 

be effecting the results. Other strong line data bases for the 

elements can be added to the code so that the software can 

determine the wavelength for each element by comparing . 
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