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Abstract

In this study, the software development cost model with Lindley-Type (Basic-Lindley and Modified-Lindley) distribution property was compared with the Goel-Okumoto basic model, and the attributes of software development cost and optimal release time were newly analyzed. For this purpose, software failure time data were used, parameter estimation was applied to the maximum likelihood estimation method, and nonlinear equations were calculated using the bisection method. As a result of comparing Lindley-Type models, we confirmed that the Modified-Lindley model is more efficient because it has lower software development costs and faster software release time than the Basic-Lindley model. Also, it was confirmed that the Goel-Okumoto basic model is relatively efficient than the Lindley-Type model. Through this study, we newly analyzed the attributes of the Lindley-Type software development cost model which has no previous study case. Also, it is expected that software developers will be able to use this study data as a basic guideline for exploring the attributes of economical software development cost and optimal release time.
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1. INTRODUCTION

Software technology, which is the core of the 4th industrial revolution era, has converged rapidly in various industrial fields, and the necessity for software development that can process a large amount of data accurately without failure is also increasing. In this software development process, if the economic software development cost and the optimal release time can be predicted, the efficient development process can be performed. For this reason, researches on software development costs have been actively conducted along with software reliability issues. In this process, software reliability models and software development cost models using the Non-Homogeneous Poisson Process (NHPP) have been proposed [1]. In particular, concerning the NHPP reliability model, Goel and Okumoto [2] proposed an exponential software reliability model, Shyur [3] proposed a generalized reliability model using change-point. Pham and Zhang [4] proposed a new model based on the NHPP software reliability with testing coverage, and Kim [5] analyzed the cost of the software development model based on the Burr–Hatke exponential distribution. Also, Yang [6] proposed the analysis and prediction methods of the software reliability model based on the NHPP software reliability model with Logistic Distribution Property. Therefore, in this study, after the software development cost model with Lindley-Type (Basic-Lindley and Modified Lindley) lifetime distribution property is comparing with the Goel-Okumoto basic model, we analyze the attributes of development cost and release time through the research results, and will present the information on economic development cost and optimal release time.

2. RELATED RESEARCH

2.1 Goel-Okumoto Basic Model

The Goel-Okumoto model is a well-known basic model in the software reliability field. This model assumes the exponential distribution as the lifetime distribution per fault. Let f(t) and F(t) for the Goel-Okumoto basic model be a probability density function and a cumulative density function, respectively. Assuming that the expected value of the defect that can be observed up to the observation point [0, t] is 0, the strength function λ(t) and the mean value function m(t) are as follows.

\[ \lambda(t|\theta, b) = \theta f(t) = \theta be^{-bt} \]  
\[ m(t|\theta, b) = \theta F(t) = \theta (1 - e^{-bt}) \]

Note that \( t \in [0, \infty) \) and \( b > 0 \) are the shape parameter.

The likelihood function of the finite-fault NHPP model using Eq. 1 and Eq. 2 is derived as follows. Here, the finite failure means that no new defect occurs during the repair period.

\[ L(\theta, b|x) = \prod_{i=1}^{n} \theta be^{-bx_i} \exp[-\theta(1 - e^{-bx_n})] \]  

The log-likelihood function of the finite-fault NHPP model by using Eq. 3 is derived as follows.
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\[ \ln L_{\text{NHPP}}(\theta | x) = nln\theta + nlnb - b \sum_{i=1}^{n} x_i - \theta(1 - e^{-bx_n}) \]  

(4)

Note that \( x = (0 \leq x_1 \leq x_2 \leq \cdots \leq x_n) \), \( \Theta = (\theta, b) \) specifies parameter space.

Therefore, the maximum likelihood estimator \( \hat{\theta}_{\text{MLE}} \) and \( \hat{b}_{\text{MLE}} \) satisfying the following Eq. 5 and Eq. 6 can be estimated by a numerical method.

\[
\frac{\partial \ln L_{\text{NHPP}}(\theta | x)}{\partial \theta} = \frac{n}{\theta} - 1 + e^{-bx_n} = 0
\]  

(5)

\[
\frac{\partial \ln L_{\text{NHPP}}(\theta | x)}{\partial b} = \frac{n}{b} - \sum_{i=1}^{n} x_i - \hat{\theta}x_ne^{-bx_n} = 0
\]  

(6)

2.2 Basic-Lindley Distribution NHPP Model

The Basic-Lindley life distribution is widely known as a suitable model for lifetime test and stress-strength reliability. The Basic-Lindley distribution is a mixture type of exponential distributions and gamma distributions [7]. Let \( f(t) \) and \( F(t) \) for the Basic-Lindley model be a probability density function and a cumulative density function, respectively. The probability density function and the cumulative density function are as follows.

\[
 f(t) = \frac{b^2}{b + 1} (1 + t) \times e^{-bt}
\]  

(7)

\[
 F(t) = 1 - \left[ \frac{(b + 1 + bt)}{b + 1} \times e^{-bt} \right]
\]  

(8)

Note that \( t \in [0, \infty) \) and \( b > 0 \) are the shape parameter.

Assuming that the expected value of the defect that can be observed up to the observation point \([0, t]\) is \( \theta \), the finite fault strength function \( \lambda(t) \) and the mean value function \( m(t) \) are as follows.

\[
 \lambda(t|\theta, b) = \theta f(t) = \theta \left[ \frac{b^2}{b + 1} (1 + t) \times e^{-bt} \right]
\]  

(9)

\[
 m(t|\theta, b) = \theta F(t) = \theta \left[ 1 - \left( \frac{b + 1 + bt}{b + 1} \right) \times e^{-bt} \right]
\]  

(10)

The likelihood function of the finite-fault NHPP model by using Eq. 9 and Eq. 10 is derived as follows.

\[
 L_{\text{NHPP}}(\theta | x) = \left[ \prod_{i=1}^{n} \theta \left[ \frac{b^2}{b + 1} (1 + t) \times e^{-bt} \right] \right]
\]

\[
 \cdot \exp\left\{ -\theta \left[ 1 - \left( \frac{b + 1 + bt}{b + 1} \right) \times e^{-bt} \right] \right\}
\]  

(11)

The log-likelihood function of the finite-fault NHPP model by using Eq. 11 is derived as follows.

\[
 \ln L_{\text{NHPP}}(\theta | x) = -\theta \left[ 1 - \left( \frac{b + 1 + bt}{b + 1} \right) \times e^{-bt} \right] + nln\theta + 2nlnb - nln(b + 1) + \sum_{i=1}^{n} (1 + x_i) - b \sum_{i=1}^{n} x_i
\]  

(12)

Therefore, the maximum likelihood estimator \( \hat{\theta}_{\text{MLE}} \) and \( \hat{b}_{\text{MLE}} \) satisfying the following Eq. 13 and Eq. 14 can be estimated by a numerical method.

\[
\frac{\partial \ln L_{\text{NHPP}}(\theta | x)}{\partial \theta} = \frac{n}{\theta} - \left[ 1 - \left( \frac{b + 1 + bt}{b + 1} \right) \times e^{-bt} \right] = 0
\]  

(13)

\[
\frac{\partial \ln L_{\text{NHPP}}(\theta | x)}{\partial b} = \frac{2n}{b} - \frac{n}{b + 1} - \sum_{i=1}^{n} x_i
\]

\[
-\theta e^{-bx_n} \left( x_n - b^2x_n^2 + b - b^3x_n^3 - b^3 \right) = 0
\]  

(14)

2.3 Modified-Lindley Distribution NHPP Model

Shanker, R [8] proposed a Modified-Lindley model that modified the Basic-Lindley model. Let \( f(t) \) and \( F(t) \) for the Modified-Lindley model be a probability density function and a cumulative density function, respectively. The probability density function and the cumulative density function are as follows.

\[
 f(t) = \frac{b^2}{b^2 + 1} (b + t) \times e^{-bt}
\]  

(15)

\[
 F(t) = 1 - \left[ \frac{(b^2 + 1 + bt)}{b^2 + 1} \times e^{-bt} \right]
\]  

(16)

Note that \( t \in [0, \infty) \) and \( b > 0 \) are the shape parameter.

Assuming that the expected value of the defect that can be observed up to the observation point \([0, t]\) is \( \theta \), the finite fault strength function \( \lambda(t) \) and the mean value function \( m(t) \) are as follows.

\[
 \lambda(t|\theta, b) = \theta f(t) = \theta \left[ \frac{b^2}{b^2 + 1} (b + t) \times e^{-bt} \right]
\]  

(17)

\[
 m(t|\theta, b) = \theta F(t) = \theta \left[ 1 - \left( \frac{b^2 + 1 + bt}{b^2 + 1} \right) \times e^{-bt} \right]
\]  

(18)

The likelihood function of the finite-fault NHPP model by using Eq. 17 and Eq. 18 is derived as follows.

\[
 L_{\text{NHPP}}(\theta | x) = \left[ \prod_{i=1}^{n} \theta \left[ \frac{b^2}{b^2 + 1} (b + t) \times e^{-bt} \right] \right]
\]

\[
 \cdot \exp\left\{ -\theta \left[ 1 - \left( \frac{b^2 + 1 + bt}{b^2 + 1} \right) \times e^{-bt} \right] \right\}
\]  

(19)
After solving the log-likelihood function by using the Eq. 19, the maximum likelihood estimator $\hat{\theta}_{ML}$ and $\hat{b}_{MLE}$ satisfying the following Eq. 20 and Eq. 21 can be estimated by a numerical method.

$$\frac{\partial \ln L_{NHPP}(\theta|x)}{\partial \theta} = \frac{n}{\theta} - \left[1 - \left(\frac{b^2 + 1 + bt}{b^2 + 1}\right) \times e^{-bt}\right] = 0 \quad (20)$$

$$\frac{\partial \ln L_{NHPP}(\theta|x)}{\partial b} = -\frac{n}{b} e^{-bx_n} \left[\frac{(b^4 + b^3x_n + 3b^2 + bx_n)}{(b^2 + 1)^2}\right]$$

$$\frac{2n}{b} - \frac{2nb}{b^2 + 1} + \sum_{i=1}^{n} \frac{1}{b + x_i} - \sum_{i=1}^{n} x_i = 0 \quad (21)$$

### 2.4 Software Development Cost Model

The estimated total cost of development based on the software development cost model is as follows [9].

$$E_t = E_1 + E_2 + E_3 + E_4$$

$$= E_1 + C_2 \times t + C_3 \times m(t) + C_4 \times [m(t + t') - m(t)]$$

Note that $E_t$ is the estimated total cost of software development.

1. $E_1$ stands for initial software development costs, and is considered a constant.
2. $E_2$ is the testing cost per unit time, and the actual cost per unit time is different for each industry section. $E_2$ is expressed by the following Eq. 23.

$$E_2 = C_2 \times t$$

Note that $C_2$ is the testing cost per unit time, $t$ is the testing time point.

3. $E_3$ represents the cost of removing a defect by detecting a basic defect and is expressed by the following Eq. 24.

$$E_3 = C_3 \times m(t)$$

Note that $C_3$ is the cost of removing one defect found in the testing process, and the mean value function $m(t)$ is the expected value of the defect that can be detected at time $t$.

4. $E_4$ represents the cost of eliminating all remaining defects in the software operating system and is expressed by the following Eq. 25.

$$E_4 = C_4 \times [m(t + t') - m(t)]$$

Note that $C_4$ is the defect correction cost discovered by the operator at the software operation stage after the software is released, and $t'$ is the time when the software can be operated normally after releasing the software.

In reality, $C_4$ has a higher cost than $C_2$ and $C_3$. Therefore, this study is applied to the real situation that $C_4$ is higher than $C_2$ and $C_3$.

Therefore, the optimal software release time for the software development cost can be derived as follows.

$$\frac{\partial E_t}{\partial t} = E' = (E_1 + E_2 + E_3 + E_4)' = 0 \quad (26)$$

In other words, it can be seen that the optimal release time is the time point at which the lowest development cost is satisfied.

### 3. THE PROPOSED ALGORITHM AND SOLUTIONS

In this study, the proposed algorithm for analyzing and predicting software development costs is as follows.

**Software development cost analysis algorithm:**

**Step 1:** Validating the software failure data collected through the Laplace trend test analysis.

**Step 2:** Calculating the parameters $(\hat{\theta}_{MLE}, \hat{b}_{MLE})$ for the proposed model using the Maximum Likelihood Estimation.

**Step 3:** Analyzing the results of changing the costs $(C_1, C_4)$ that make up the total cost of software development.

**Step 4:** Determining the best efficient model that meets both optimal software development cost and release time.

**Step 5:** Providing the analysis information about software development cost and release time with reliability verification.

Let compare and analyze the attributes of the proposed development cost models using the software failure time data [10] as shown in Table 1. This software failure is the data that was occurred 30 times in 187.35 unit time.

**Table 1. Software Failure Time Data**

<table>
<thead>
<tr>
<th>Failure Number</th>
<th>Failure Time (hours)</th>
<th>Failure Number</th>
<th>Failure Time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.79</td>
<td>16</td>
<td>107.71</td>
</tr>
<tr>
<td>2</td>
<td>7.45</td>
<td>17</td>
<td>109.06</td>
</tr>
<tr>
<td>3</td>
<td>10.22</td>
<td>18</td>
<td>111.83</td>
</tr>
<tr>
<td>4</td>
<td>15.76</td>
<td>19</td>
<td>117.79</td>
</tr>
<tr>
<td>5</td>
<td>26.10</td>
<td>20</td>
<td>125.36</td>
</tr>
<tr>
<td>6</td>
<td>35.59</td>
<td>21</td>
<td>129.73</td>
</tr>
<tr>
<td>7</td>
<td>42.52</td>
<td>22</td>
<td>152.03</td>
</tr>
<tr>
<td>8</td>
<td>48.49</td>
<td>23</td>
<td>156.40</td>
</tr>
<tr>
<td>9</td>
<td>49.66</td>
<td>24</td>
<td>159.80</td>
</tr>
<tr>
<td>10</td>
<td>51.36</td>
<td>25</td>
<td>163.85</td>
</tr>
<tr>
<td>11</td>
<td>52.53</td>
<td>26</td>
<td>169.60</td>
</tr>
<tr>
<td>12</td>
<td>65.27</td>
<td>27</td>
<td>172.37</td>
</tr>
<tr>
<td>13</td>
<td>69.96</td>
<td>28</td>
<td>176.00</td>
</tr>
<tr>
<td>14</td>
<td>81.70</td>
<td>29</td>
<td>181.22</td>
</tr>
<tr>
<td>15</td>
<td>88.63</td>
<td>30</td>
<td>187.35</td>
</tr>
</tbody>
</table>

Laplace trend test was used to verify the reliability of the software failure time data as shown in Fig I [11].
The result of the cost curve using [Supposition 1] is as shown in Figure 2. In this figure, the transition of the development cost curve shows a constant pattern for a short period after showing a decreasing pattern in the initial stage, but it shows an increasing pattern as the release time passes. The reason is that in the process of eliminating defects during the initial stage, the development cost is decreased because the number of defects inherent in the software is reduced. But the development cost is increased because the probability of finding the remaining defects during the latter stage is gradually lowered. As a result, the pattern of the development cost curve gradually increases as the release time passes.

The simulation results shown in Figure 2 show that the development cost of the Goel-Okumoto basic model is 230$ and the release time is 17.8H. And the development cost of the Modified-Lindley model is 270$ and the release time is 21.8H. The development cost of the Basic-Lindley model is 300$ and the release time is 23.4H. Although all of the proposed models show a similar pattern, the Goel-Okumoto basic model is the best efficient because it has lower development costs and faster release time than other models (Modified-Lindley and Basic-Lindley).

[Supposition 2: Assumed that the cost $C_3$ is increased in supposition 1]

$$E_1 = 40$, $C_2 = 5$, $C_3 = 3$, $C_4 = 20$, $t' = 20$$

[Supposition 2] is a case where the cost($C_3$) of removing one defect found in the software testing process is doubled compared to [Supposition 1]. The simulation results are shown in Fig. 3 show that the development cost of the Goel-Okumoto basic model is 290$ and the release time is 17.8H. And the development cost of the Modified-Lindley model is

In general, if the Laplace factor estimates are distributed between -2 and 2, the data are reliable because the extreme values do not exist and are stable.

As a result of this test in Figure 1, the estimated value of the Laplace factor was distributed between 0 and 2, as shown in Figure 1. Therefore, it is possible to apply this data because there is no extreme value.

In this study, the Maximum Likelihood Estimation (MLE) was used to perform parameter estimation [12]. And numerical conversion data (Failure time[hours] $\times 10^{-3}$ ) to facilitate the parameter estimation was used. The calculation method of the nonlinear equations is solved using the bisection method, and the results are shown in Table 2.

Table 2. Parameter Estimation of Each Model

<table>
<thead>
<tr>
<th>Model</th>
<th>MLE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\theta}_{MLE}$</td>
</tr>
<tr>
<td>Goel-Okumoto</td>
<td>32.9261</td>
</tr>
<tr>
<td>Basic-Lindley</td>
<td>37.8877</td>
</tr>
<tr>
<td>Modified-Lindley</td>
<td>36.0896</td>
</tr>
</tbody>
</table>

Explanatory notes. MLE: Maximum Likelihood Estimation.

In this study, we assumed the cost of software development as [Supposition 1] ~ [Supposition 4] to simulate the same as the actual software development environment. To do this, we will analyze and predict software development cost and release time by changing each component($C_3$, $C_4$, $t'$) that constitutes the total software development cost [13].

[Supposition 1: Basic conditions]

$$E_1 = 40$, $C_2 = 5$, $C_3 = 1.5$, $C_4 = 20$, $t' = 20$$

Fig 1. Estimation results of Laplace trend test

Fig 2. The development cost curve applied to the condition of [Supposition 1]
310$ and the release time is 21.8H. The development cost of the Basic-Lindley model is 340$ and the release time is 23.4H.

As shown in Figure 4, it can be seen that the release time is delayed with increasing development costs. Therefore, in this case, we must eliminate all possible defects at the testing stage rather than the operational stage to reduce all defects before releasing the software. Also, the Goel-Okumoto basic model is the best efficient because it has lower development costs and faster release time than the Lindley-Type model. If comparing the Lindley-Type models by the same method, we can see that the Modified-Lindley model is relatively superior to the Basic-Lindley model.

In conclusion, we can predict the optimal software release time together with the development cost trend.

![Development Cost Vs. Release Time](image)

Fig 3. The development cost curve applied to the condition of [Supposition 2]

In other words, the development cost has increased, but the release time has not changed. Therefore, in this case, as many defects as possible should be removed at once so that the cost of removing one defect in the software testing step is not increased. Also, the Modified-Lindley model is relatively superior to the Basic-Lindley model because of its lower development cost and faster release time.

[Supposition 3: Assumed that the cost $C_4$ is increased in supposition 1]

$E_1 = 40$, $C_2 = 5$, $C_3 = 1.5$, $C_4 = 40$, $t' = 20$  \(29\)

[Supposition 3] is a case where the cost($C_4$) of correcting defects discovered by the software operator during the operation stage after releasing the software is doubled compared to [Supposition 1].

![Development Cost Vs. Release Time](image)

Fig 4. The development cost curve applied to the condition of [Supposition 3]

As shown in Figure 4, it can be seen that the release time is delayed with increasing development costs. Therefore, in this case, we must eliminate all possible defects at the testing stage rather than the operational stage to reduce all defects before releasing the software. Also, the Goel-Okumoto basic model is the best efficient because it has lower development costs and faster release time than the Lindley-Type model. If comparing the Lindley-Type models by the same method, we can see that the Modified-Lindley model is relatively superior to the Basic-Lindley model.

In conclusion, we can predict the optimal software release time together with the development cost trend.

[Supposition 4: Assumed that the time $t'$ is increased in supposition 1]

$E_1 = 40$, $C_2 = 5$, $C_3 = 1.5$, $C_4 = 20$, $t' = 40$  \(30\)

[Supposition 4] is a case where the time($t'$) that the software can be operated normally after releasing the software is doubled compared to [Supposition 1]. As shown in Figure 5, the development cost has increased, but the release time has not changed. Also, in this figure, before the optimal release time, as the time of $t'$ increases, the cost increases, but after the optimal release time for all models, the cost is almost the same.

![Development Cost Vs. Release Time](image)

Fig 5. The development cost curve applied to the condition of [Supposition 4]

Therefore, we can analyze the optimal software release time together with the development cost trend, and also, software operators are considered to be helpful to predict the software development costs and the release time [14].

**4. CONCLUSION**

If software development costs can be quantitatively modeled together with release time during the software development
process, the attributes of development costs can be efficiently analyzed and predicted. Therefore, this study analyzes and predicts software development cost together with optimal software release time through the NHPP reliability models based on Lindley-Type distribution property.

The results of this study can be summarized as follows. First, under the given basic conditions (Supposition 1), the software development cost curve shows a constant pattern for a short time after a significant decrease in the initial stage but shows a pattern of increasing again in the latter stage as the release time passes.

Second, before software release, if the cost \( C_3 \) of removing one defect found in the testing process increases, the development cost has increased as well, but the release time has not changed. However, after the software release, if the defect correction cost \( C_4 \) discovered by the software operator increases, the development cost increases, and the release time is also delayed.

Third, before the optimal release time, as the time \( t' \) when the software can be operated normally after releasing the software system increases, the cost increases, but after the optimal release time, the cost is almost the same for all models.

As a result of a comprehensive analysis of the proposed model used in this study, the Goel-Okumoto basic model is relatively efficient because it has low software development cost and fast release time compared to the Lindley-Type model. Also, when comparing the Lindley-Type model, it can be seen that the Modified-Lindley model is relatively superior to the Basic-Lindley model.

Using the results of this study, it is possible to provide software developers and operators with the necessary prior information for predicting the most economical software development costs and the optimal release time. Also, further studies will be needed to find out the optimal software development cost model through analysis with other models having the same type of failure time data distribution.
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