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Abstract: IoT is used to connect things and these things “devices” could be sensors, actuators, house appliances, smartphones, or any electronic devices [3]. These devices are provided with sensing equipment’s and generate various readings and measurements. Keeping the number of the sensors low and at the same time implementing efficient data collection is very essential. Many different search protocols have been developed for finding resources across the network to satisfy users requests. This paper presents the results of using unstructured search protocols for data collection generated from the sensors in IoT-Based WSN. Experiments were conducted on a WSN with 10000 sensors and assuming certain percentage of the sensors generate unexpected important readings. Four different search algorithms are used: BFS, IntBFS, DRLP and Random Walks. A comparison is made between these algorithms and experiments show that IntBFS was the best approach for data collection in IoT-Based WSN.
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I. INTRODUCTION

Internet is defined as a Network of Networks [1]. Kevin Ashton in 1999 has introduced the term Internet of Things (IoT) which refers to uniquely identifiable objects and their virtual representations in an “internet-like” structure [2]. IoT is a system of interrelated devices with computing capabilities and can communicate and share information amongst them. IoT can also be defined as a connection of physical things and interact with each other using the Internet [3, 4].

Devices in IoT could be: sensors, actuators, house appliances, smartphones, or any electronic devices. In year 2003, the number of things connected to the Internet exceeded the number of the people [5]. In year 2020, the number of things connected to the Internet has reached 50 Billions and 4.4 zettabyte of data has been created [6]. A complete latest statistics related to the IoT was introduced in [6]:

a. There will be 41 billion IoT devices by 2027.

b. By 2023, 70% of Automobiles will be connected to the Internet.

c. Every second, another 127 devices are connected to the Internet.

d. There will be 1.9 billion 5G cellular subscriptions by 2024.

Figure 1 shows the size of the IoT market in the world from year 2016 to 2020 [7].

The characteristics of the IoT as follows [8, 9]:
a. Interconnectivity: The devices in IoT are connected to each other to provide us with the required information at anytime and anyplace. They are interconnected with communication infrastructure using various types of sensors.
b. Heterogeneity: The devices in the IoT are heterogeneous and from different vendors as well as different platforms. They can interact with each other using various protocols such as IEEE 802.11, IEEE 802.3, IEEE 802.15.4, or BLUETOOTH.
c. Dynamic changes: The devices in IoT join and leave at any time without notice. Additionally, the number of devices changes dynamically in IoT, devices goes into sleeping mode and wake up at irregular interval of times.
d. Scalability: IoT characterized of having large number of devices, users, and applications that could be spread over large area.

IoT is characterized of having four models as shown in figure 1 [10] which are:
a. Integrated Application.
b. Information Processing.
c. Network Construction.
d. Sensing and Identification.
Additionally, there are several types for IoT such as: Internet of Underwater Things, Internet of Underground Things, Internet of Battlefield Things, Internet of Space Things, Internet of Nanotings, and Internet of NanoBio Things [10]. The IoT application covers “smart” environments such as: Transportation, Building, City, Lifestyle, Retail, Agriculture, Factory, Supply chain, Emergency, Healthcare, User Interaction, Culture and Tourism, Environment and Energy [11].

Cloud computing has helped the IoT to increases its deployment and ease its management. Information Technologies (IT) companies such as Microsoft (Azure IoT) [12], Amazon (AWS IoT) [13], and Cisco IoT Control Center [14] have emerged in the IoT market in the last few years.

There are several challenges and obstacles which affect the deployment of IoT. These are the main challenges:

a. Scalability: It refers to “the capability of a system, network, or process to handle a growing amount of work, or its potential to be enlarged in order to accommodate that growth” [33].

b. Security and Privacy: Data generated by sensors and transmitted for storing and processing are vulnerable for many types of attacks which endanger the Confidentiality, Integrity and Availability. Security is considered the major concern for the deployment of IoT. IoT has the potential to provide large amount of personal information which may be misused by criminals or cause disclosure to personal information.

c. Big Data Processing and Storing: Hundreds of billions of sensors in IoT are generating vast amount of data, this data need to be managed and analyzed. IoT has increased the demand for Data Analytics [10].

d. Interoperability [17]: There are many platforms in IoT provided by different vendors and these platforms are independent from each others and has its own standards and protocols. It is a challenge to make these different platforms to work together and drives the demand for standardization to unify these platforms.

e. Locating Services in IoT: Majority of the devices in IoT are sensors and characterized of having of limited battery life (power), memory and processing capabilities. It is very important to find the sensor with the required data in minimum amount of time.

Wireless Sensor Network (WSN) has been basis for any IoT system. WSN are used for many applications, however, the implementations generally differ under various aspects [29]. Therefore, WSN solutions are often application-specific prototype [29]. Additionally, it is difficult to define WSN requirement for hardware and software because sensors are continuously adapt to very diverse application [30]. WSN is composed of large number of sensors and their job is to gather data and forward it to the Internet using various routing protocols in an IoT system. WSN is having the following characteristics [15]:

a. Number of sensor nodes could be hundreds or thousands and more than the number of nodes in Ad Hoc networks.

b. Sensor nodes are vulnerable to failure due to the limited battery life. Therefore, WSN topology is highly dynamic.

c. Sensor nodes have limited capabilities such as processing speed, memory size and limited battery life.

Sensor nodes in WSN are responsible for collecting the data and a management node is responsible for data collections. There are two scenarios for data collection: the first scenario, the sensor nodes forward the collected data along other sensor nodes by hopping in regular intervals. The second scenario, management nodes send queries to the sensor nodes and request its data “readings”. These queries forwarded across the nodes in WSN using various search mechanisms.

The search for the required data is one of the major problems of computer networks. Several search algorithms have been proposed for finding data in computer networks such as Breadth First Search (BFS) [22], Intelligent BFS [23], Random Walks [24], and Distributed Resource Location Protocol (DRLP) [25]. This paper presents the usage of unstructured search algorithms to collect the readings from sensors nodes in IoT-Based WSN environment. A simulated environment was created with ten thousands sensors and four search algorithms were used to search for sensors with specific readings. Experiments were conducted to compare between the efficiency of these algorithms with regard to the data collection in IoT-Based WSN. Section II presents related work for searching the sensory data in IoT-Based WSN. Section III presents the algorithms used for searching in IoT-Based WSN. Section IV presents the simulation results and discussions. Finally, the conclusion was presented in section V.
II. RELATED WORK
The authors in [16], describes an application of semantics to sensors to get the functional and non-functional properties of sensors and sensor composition. Semantic sensor composition allows data flow between sensors to be specified based on semantic constraints of sensors and user goals [16].

CoAP is based on to minimize message fragmentation. The communication in [31] defined for Constrained Application Protocol (CoAP). Snoogle is another IoT-Based WSN approach for indexing functionalities [32]. Sensors register their resources by using push model whereas sensors in IoT-Based WSN act as a web servers sending their resources to the RD [32].

III. UNSTRUCTURE SEARCH PROTOCOLS
There are many types of unstructured search algorithms in literature, and we selected four different search algorithms for data collection in IoT-Based WSN which are: Breadth First Search (BFS), Intelligent BFS, Random Walks, and Distributed Resource Location Protocol (DRLP).

Breadth First Search (BFS):
The Breadth First Search (BFS) technique [22] is based on contacting all accessible nodes searching for the requested resource or data. BFS algorithm is very simple and can find the requested resources, however, the major drawback of this approach is the overhead from contacting large number of nodes.

Intelligent BFS
Nodes store query-neighbour tuples which map classes of queries to neighbours which have answered most of the queries of the related types [23]. Once a new query arrives, the node forward it to a set number of its neighbours that have returned the most results for these queries.

Random Walks
This algorithm forwards a query message to a randomly chosen neighbour at each step until the required data is found [24]. This approach cuts down the message overhead significantly, however, it increases in user-perceived delay of successful searches [24].

Distributed Resource Location Protocol (DRLP)
Nodes which do not have the requested resource forward the query to each of their neighbours with a certain probability [25]. If the requested resource is found, the query takes the reverse path through the intermediate nodes to the requester, storing the resource location at those intermediate nodes. Each node has a Local Directory (LD) that points to the resources managed locally [25]. Each node also has a Directory Cache (DC) that stores to the location of the resources managed by other nodes.

IV SIMULATION RESULTS and DISCUSSIONS
Wireless Sensor Network (WSN) [26, 27, and 28] is the basis for IoT environment and can be described by a graph formed by a set of nodes, \( N = \{n_1, n_2, ..., n_m\} \) in which each node in this network within the coverage area of certain number of sensory nodes. Nodes in a WSN are deployed in an ad hoc manner for majority IoT-Based WSN applications. Messages will be forwarded between sensory nodes through multi-hop connections. We assume that there are \( m \) sensors has unexpected important readings or data denoted by “Rd”.

We present results for four searching algorithms: BFS, Intelligent BFS, Random Walks, and DRLP. We experimented with 10000 sensors, and 10 management nodes in a simulated IoT-Based WSN. Management nodes are responsible for storing and forwarding the data to the outside world through the Internet and act as a gateway to the WSN. The application in IoT can be categorized into three domains: Personal, Enterprise and Utilities [4]. In our simulation environment, we assume the sensors are deployed in a personal environment and each sensor has detected or produced unexpected Rd.

WSN is very dynamic network and nodes join and leave at any time as well as some nodes become inactive and go into sleep mode to save battery life. Therefore, we keep only 75% of sensory nodes active during the simulation scenarios.

Each node in our simulation is configured to use IPv4 and ICMPv4. Nodes are able to transmit echo messages to all other nodes in the topology. A node that receives the echo
request, replies back the same message. Each sensory nodes has 5 to 6 other nodes within its coverage area. The Time to Live (TTL) parameter was set to ten for all algorithms in our simulations.

The communication of nodes is made using wireless link protocols IEEE 802.15.4. The payload length of the ping message exchanged between the sensory wireless nodes was 10 bytes. The simulation was repeated two times for different values of frequency of the ping messages: 0.2 and 2 Hz. Table 1 shows parameters of each sensory nodes.

<table>
<thead>
<tr>
<th>Wireless Protocol</th>
<th>802.15.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bitrate</td>
<td>300 Kbps</td>
</tr>
<tr>
<td>Transmitting Power</td>
<td>60 mW</td>
</tr>
<tr>
<td>Receiving Power</td>
<td>69 mW</td>
</tr>
<tr>
<td>Sleep Power</td>
<td>0.06 mW</td>
</tr>
</tbody>
</table>

Table 1: Parameters for each sensory node.

We assumed all the sensors have generated different readings, however, there are number of sensors generated unexpected important results \(Rd\). The searching algorithms are going to be used to find these unexpected results. We experimented with two scenarios: For the first scenario, two hundreds sensors generated unexpected readings. For the second scenario, 400 sensors generated unexpected readings. Two metrics were measured:

- The number of sensors with important readings found after sending 2000, 4000, and 6000 queries by the management nodes.
- The number of sensory nodes the queries passes through during the search for \(Rd\).

Figures 3 and 5 show that the IntBFS was the best approach for finding the sensors which have unique readings in our simulation networks. The queries are forwarded in WSN to other sensory nodes which have answered most of the queries. Once a new query arrives, the sensor node forward it to a set number of its neighbors that have returned the most results for these queries.

Both DRLP and BFS exhibit interesting characteristics in data collection in IoT-Based WSN. Both have achieved approximately the same results for data collections although BFS is sending more queries and this is due to the fact storing the resource location at the intermediate sensory nodes once a node with required data has been found. Random Walks was the lowest algorithm in data collections in our simulated IoT-Based WSN.

Figures 4 and 6 show the number of sensory nodes visited during the search for \(Rd\). BFS has visited the highest number of sensory nodes as some of the nodes were visited more than once. Both IntBFS and DRLP have achieved the same number of visited sensory nodes. Random Walks was the lowest with regard to the number of visited sensory nodes.

V. CONCLUSIONS

Internet of Things (IoT) Based Wireless Sensor Network is characterized of having limited power, memory, and processing capabilities. These sensors are deployed to measure a certain physical environment. Unstructured search algorithms were presented in the literature to be used for data collection as well as resource discovery in computer networks. Search algorithms were tested for gathering the results generated from the sensors in IoT-Based WSN in this paper. The focus was on the search for unexpected important data \(Rd\) generated from the sensors in IoT-Based WSN. We experimented with four different search algorithms: BFS, IntBFS, DRLP, and Random Walks. A simulated environment of IoT-Based WSN was created to conduct our experiments. A comparison was made between these algorithms to find the efficient algorithm capable to find the maximum number of sensory nodes with important readings. IntBFS was found to be the best approach for data collection in IoT-Based WSN in comparison to other search algorithms.
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Fig 3. 200 sensors have generated unexpected data $R_d$. The number of sensors with important readings found after sending (a) 2000, (b) 4000, and (c) 6000 queries by the management nodes.

Fig 4. The number of sensory nodes the queries passed through during the search for sensory nodes with unexpected data $R_d$ after sending (a) 2000, (b) 4000, and (c) 6000 queries by the management nodes.
Fig 5. 400 sensors have generated unexpected data Rd. The number of sensors with important readings found after sending (a) 2000, (b) 4000, and (c) 6000 queries by the management nodes.

Fig 6. 400 sensors have generated important readings. The number of sensory nodes the queries passes through during the search for sensory nodes with unexpected data Rd after sending (a) 2000, (b) 4000, and (c) 6000 queries by the management nodes.