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Abstract

This study proposes a methodology for anomaly detection in HIDS using supervised and semi-supervised anomaly detection approaches by applying GAN (Generative Adversarial Network) based data augmentation. An anomaly-based intrusion detection system detects abnormal patterns based on deviations from expected normal behaviors; however, such a system has a low detection rate. Also a detection accuracy may vary depending on whether abnormal samples are used during learning. Moreover, it may vary according to the degree of class imbalance that means the imbalance of data class distributions. To avoid the problem and to enhance the low predictive accuracy, it might need to augment minority datasets through the creation of new samples. Therefore, recently, some of existing studies have involved the development of intrusion detection models using machine/deep learning algorithms to overcome the limitations of existing anomaly-based intrusion detection methodologies and to avoid class imbalance problems. In a similar vein, this study proposes a method for improving classification performance of normal and abnormal data in anomaly-based intrusion detection systems by applying data augmentation using GAN. To verify the effectiveness of the proposed anomaly detection method, we use the ADFA-LD Dataset which consists of system call traces for attacks on the latest operating systems. Experiments were performed using SVM (Support Vector Machine) and CNN (Convolution Neural Network) for classification, and GAN and SMOTE for data augmentation, respectively. The experimental results indicated that GAN based approach provides a slightly more reliable way of working with data augmentation than SMOTE. In addition, it was confirmed based on the experimental results that the classification performance can be improved as the number of samples belonging to each imbalanced class increases.
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I. INTRODUCTION

Recently, with the rapid evolution of software, hardware, and networks, people, objects, and spaces have been becoming more closely connected through the development of real-time information service systems such as social network services (SNSs) and Internet of Things (IoTs) over Internet. But at the same time, among them, the connectivity and the facilitated flows of information and massive data over Internet have exposed them to various threat factors, including hacking and malwares, such as computer virus, worm, and ransomware. To mitigate such threats, firewalls, which form hardware or software at the frontline of increasing security, prevent intrusions from untrusted external networks to trusted internal networks. Nevertheless, these networks may be still considerably vulnerable to attacks. In addition, with the advent of advanced intelligent cyber threats, the importance of threat detection and security has increased significantly in recent systems and networks. Therefore, intrusion detection systems (IDSs) [1, 2, 3], which have been studied for a long time, have been developed as next-generation security technology against constantly evolving attacks.

Typically, network packets pass through IDSs after passing through firewalls, and IDSs generate an alert if they detect malicious activities or determine anomalies in the incoming data [4]. In addition, IDSs detects and responds to unauthorized activities against target systems that are not certified [5]. Thus, an IDS is an important tool for detecting security violations in real time. IDSs can be classified into two types of intrusion detection systems: a host-based IDS (HIDS) and network IDS (NIDS) based on the position and purpose of detection area according to data source-based classification [6]. In order to detect malicious behaviors such as DoS attacks and port scans, an HIDS analyzes information collected from specific host systems, while an NIDS monitors network traffic [7, 8]. Unlike the NIDS which detects attack vectors based on network traffic, the HIDS focuses on monitoring and analyzing internal systems, instead of external networks. In general, HIDS provides intrusion detection methods for each individual host, providing broader security than NIDS.

HIDSs can further be categorized by the type of model used for intrusion detection, namely misuse detection method and anomaly detection method. Both use information extracted from the target data to determine if an intrusion has occurred [9, 10, 11]. The misuse detection method, which is used in a signature-based (or knowledge-based) HIDS, is effective in detecting known attack vectors (known intrusion events); nevertheless, it is vulnerable to intrusions from unknown attack vectors. The anomaly detection is the identification of abnormal patterns based on deviations from expected normal behaviors [12]. Therefore, there is a need for anomaly detection methods to detect abnormal patterns (unknown attack vectors or anomalies) that deviate from normal behavior patterns based on existing network usage scenarios, internal system calls, and so on [7, 13, 14].

In order to define normal behavior patterns, it is, therefore, necessary to extract normal behavior and anomaly patterns in HIDS. Then, anomaly detection models can be developed using machine/deep learning algorithms based on iterative
learning and data mining models with mathematical and statistical methods on these extracted patterns. Recently the research on cyber security has been emerging with machine learning and artificial neural networks. In cyber security, the accuracy for anomaly detection models based on machine/deep learning may vary depending on whether abnormal samples are used during learning. Therefore, in this study, we consider two cases: when both normal samples and abnormal samples exist in a training data set, and only normal samples exist in a training data set which is called one-class classification (or semi-supervised classification learning). Also we consider a class-imbalance problem in learning. As the anomaly detection model is applied, the incidence of abnormal samples may be significantly lower than that of normal samples, and then the distribution of samples is said to be unbalanced. In order to avoid this problem, studies [15, 16] such as data augmentation or oversampling to augment the minority class dataset through the creation of new samples have been conducted.

Therefore, the purpose of this study is to increase the accuracy of anomaly detection by applying machine/deep learning models to preprocessed data from system call sequence dataset released by [17]. Then an N-gram [18] method, which is one of data representation techniques, is used to preprocess the system call sequence dataset. In addition, after applying data augmentation using Generative Adversarial Networks (GANs) to the preprocessed data, this study conducts a method for improving the accuracy of anomaly detection in HIDS using supervised and semi-supervised classification learning methods.

The remainder of the paper is organized as follows. Section II discusses previous studies that integrate machine/deep learning algorithms and intrusion detection systems. Section III describes a set of approaches conducted in this study for classification of anomalies in Host-based Intrusion Detection Systems. Section IV describes the experiments conducted in this study using supervised and semi-supervised anomaly detection methods by applying data augmentation using GAN to the preprocessed data. Finally, Section V provides conclusions and directions for future research.

II. RELATED WORK

A significant number of anomaly detection models in HIDS have been proposed to increase an accurate detection rate and to reduce a false alarm rate. Many studies have improved HIDSs by evaluating the recognition of abnormal patterns using HMM (Hidden Markov Model), KNN (K-Nearest Neighbor), Logistic Regression, SVM (Support Vector Machine), Ensemble algorithm, and so on. In addition, extensive research has been performed on applying data mining techniques on the new dataset to develop models for HIDS [11]. The paper [19] provided a survey of HIDSs with system calls, from the viewpoint of algorithms, techniques, datasets, application areas, and future research trends to inspire researchers about system-call-based HIDS in the big data and cloud environment. The paper [20] also discussed about deep learning-based IDSs through reviews such as input data, detection, deployment, and evaluation strategies. Recently, researches for intrusion detection have been moving from machine learning technologies towards various kinds of artificial neural networks (ANNs) technologies such as CNN (Convolution Neural Networks), LSTM (Long Short-Term Memory) and GRU (Gated Recurrent Unit), Autoencoder, and GAN (Generative Adversarial Network) and so on. Therefore, this section describes existing models or methods tried to detect anomalies in HIDS using machine learning or artificial neural networks.

In the study [21], considering the advancements in computer systems, as a preliminary work, researchers used ADFA-LD dataset to evaluate a new host-based anomaly detection system (HADS) instead of outdated datasets that were previously used. The common patterns and frequency of attacks were evaluated by KNN-based HADS with the AFDA-LD dataset. Although acceptable detection results were obtained from the proposed HADS, it still had a weakness in that it could not identify the behaviors of some attacks from normal behaviors through the model. Also, since deep learning generally outperforms classical machine learning as the amount of data increases [22], the HADS model will be ineffective with large-scale training data in detecting and classifying future cyberattacks. Hence, the paper [22] proposed a scalable solution through hybrid DNNs (Deep Neural Networks) framework (monitoring network and host-level events) for detecting and classifying cyberattacks occurring in very large volumes. The work showed that DNNs perform well in comparison to classical machine learning classifiers with various datasets to identify the best algorithm which can effectively work in detecting unforeseen and unpredictable cyberattacks.

The study in [23] proposed a modified vector space representation to extract patterns from labelled ADFA-LD and ADFA-WD system call trace datasets, varying term-size. Also the study considered binary class and multiclass classification for evaluation with various machine learning classification algorithms and conformed that higher term-size preserves more system call sequence information. In the paper [6], various machine learning techniques have been carried out for finding the cause of problems associated in detecting intrusive activities. The study described the difficulties associated with detecting low-frequency attacks using machine learning techniques. It has motivated researchers to explore deep learning approaches to detect the low-frequency attacks. The study [24] described a survey of deep learning-based anomaly detection and presented key assumptions to differentiate between normal and anomalous behaviors. Also it discussed the computational complexity of anomaly detection techniques. The study [25] discussed the deep model based anomaly detection techniques used to overcome the limitations from traditional algorithms in real world examples from LinkedIn production systems. This paper [26] described a computationally efficient anomaly based intrusion detection model through the incorporation of stacked CNNs with GRUs to obtain reduced training times.

In [27], researchers developed a frequency-based misuse detection method using an ensemble classification. After preprocessing the raw ADFA-LD system call traces using N-gram method, patterns were generated by extracting features; in addition, the number of patterns were balanced based on class through SMOTE (Synthetic Minority Over-sampling Technique) [28] that is an approach to the construction of classifiers from imbalanced datasets, which mean an unequally represented datasets. In a similar vein, our work
was also done to balance the distribution of samples through the data augmentation of minority class while comparing SMOTE and GAN. GAN [29] is a type of generative model that is implemented by simultaneously two neural networks (Generative Network and Adversarial Network) competing with each other. The GAN model can create a real-like new image by learning features extracted from actual image data [30, 31, 32]. In particular, the study [33] applied numerical data, not image data, to GAN. The study showed that the model can also produce data similar to training dataset in learning by the two competing models.

The paper [34] proposes a methodology for host-based anomaly detection using a semi-supervised algorithm (one-class classifier) combined with a PCA-based feature extraction technique called Eigentraces on ADFA dataset. The paper [35] studied supervised / semi-supervised machine learning approaches for Host-based Intrusion Detection using system calls identifiers with ADFA dataset. The study used dimensionality reduction such as PCA (Principal Component Analysis), autoencoder, and RF-RFE (Random Forest - Recursive Feature Elimination) based on hybrid feature retrieval technique combining Integer Data Zero Watermark method and Frequency-based System Call modeling. In a similar vein, our work was also done not only with binary class and multiclass classification for evaluation, but also with supervised classification and semi-supervised classification.

As mentioned in the paper [25], recent advancement in deep learning techniques has made it possible to largely improve anomaly detection performance compared to the classical approaches. Therefore, our work has performed CNN-based classification for anomaly detection and GAN-based augmentation for oversampling of minority classes.

III. METHODOLOGY

This section describes a set of approaches conducted for classification of anomalies in Host-based Intrusion Detection Systems. Section A describes the experimental dataset used in this study and Section B describes data preprocessing using N-gram method. Section C describes data augmentation to solve class-imbalance problems in learning and Section D presents machine learning / deep learning models performed in this study. For classification, SVM and CNN based models were explored to develop an anomaly detection model in HIDS. Also GAN model was used for data augmentation of minority class through the creation of new sample data. It was compared to SMOTE used for data oversampling as well. Fig. 1 shows a simplified systematic representation for methodology used in the proposed study.

III.1 Dataset

Since computer and network systems have evolved, new attack vectors and vulnerabilities have emerged. Therefore, HIDS developed on the basis of existing datasets does not properly take into account the features of current attack vectors, so these existing datasets are not suitable for HIDS evaluation and validation [17, 21]. Thus, alternative datasets reflecting current attack vectors have been proposed in [17]; an example of such a dataset is the research dataset provided by the Australian Defense Force Academy (ADFA) [17]. In many recent works, the ADFA dataset along with the latest attack vector features have been used for research on intrusion detection verification. In particular, the ADFA dataset was developed to evaluate a system call based HIDS as well as anomaly detection in signature-based HIDS.

The ADFA dataset is divided into the ADFA Linux dataset (ADFA-LD) and ADFA Windows dataset (ADFA-WD). The ADFA-LD reflects the features of current Linux-based operating systems, compared to many existing datasets used to evaluate the HIDS, and consists of thousands of system call traces collected from Linux local servers for the most recent attacks and vulnerabilities that occur in various applications. Considering this, the ADFA-LD is expected to become a new benchmark dataset for evaluating and verifying HIDS.

Thus, in this study, using ADFA-LD, we extracted the attack patterns against the current HIDS and applied the machine / deep learning and data mining techniques to the patterns to improve the accuracy of anomaly detection in HIDSs.

As previously mentioned, the ADFA-LD has thousands of normal traces collected from hosts on Linux servers, including abnormal trace files for six new types of cyberattacks, general user behavior and cyberattack path, and audit daemon setup, among others. In particular, during sampling periods for the ADFA-LD, a host captures system-call traces that are generated by normally functioning legitimate programs and stores the corresponding data in a file. Among them, 8-20 abnormal call traces are stored as attack data files using call traces generated after a cyberattack is initiated against the test host. As listed in Table 1, the ADFA-LD consists of three different data groups, each of which contains their own system call files. These data groups include training data master (TDM) and validation data master (VDM) groups, which represent normal data, whereas attack data master (ADM) group consists of call traces representing attack data. Furthermore, the ADM consists of six types of attack data; “Adduser”, “Hydra-FTP”, “Hydra-SSH”, “JavaMeterpreter”, “Meterpreter”, and “Web-Shell”.
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**Fig. 1. A Simplified Systematic Representation for the Proposed Anomaly Detection Methodology**
interchangeably. The SMOTE is an approach to oversampling terms “data oversampling” and “data augmentation” oversampling and GAN for data augmentation to solve the Minority Over-sampling Technique [28] for data instances were small.

In this study, we limited N to 1 to 5. Furthermore, in order to becomes more complicated and requires considerably more as shown in Table 2. As the value of N increases, the model represents the number of occurrences of N-gram in each trace.

The value corresponding to the row and column of the data can be obtained. Fig. 2 shows an example of applying the N-gram technique on system call trace data. In particular, N-gram units consist of system call numbers, and the number of system call sequence attributes is derived by creating an array of N words according to the given word order. By doing this step repetitively, the call attributes of the system call traces can be obtained. Fig. 2 an example of applying the N-gram technique on system call trace data. In particular, N-gram data is expressed as a two-dimensional matrix; the columns of this matrix consist of the attribute values by matching the entire word belonging to each gram according N, while the rows represent instances that belong to each trace. The value corresponding to the row and column of the data represents the number of occurrences of N-gram in each trace as shown in Table 2. As the value of N increases, the model becomes more complicated and requires considerably more storage space, thereby increasing processing time. Therefore, in this study, we limited N to 1 to 5. Furthermore, in order to extract those instances that occur most frequently in an entire trace, we extracted and used only instances that they were used more than once in the entire trace and had more than 30% (0.3) of all the instances in the entire trace because the used instances were small.

![An Example of N-Gram units.](image)

III.II Data Preprocessing

The system-call trace data [17] are represented as a series of integer numbers corresponding to system calls made on Linux operating system. We apply machine / deep learning algorithms to the system call trace data and then classify the process operation into normal behaviour or six attack types. First, we used an N-gram technique to extract attribute vectors from the system call trace dataset. The N-gram method involves cutting a sample text into a contiguous sequence of N characters or words. For an N-gram of size 1, i.e., N = 1, the N-gram is referred to as unigram (1-gram), while for an N-gram of size 2, i.e., N=2, the N-gram is referred to as bigram (2-gram). In this study for N-gram, a word units consist of system call numbers, and the number of system call sequence attributes is derived by creating an array of N words according to the given word order. By doing this step repetitively, the call attributes of the system call traces can be obtained. Fig. 2 shows an example of applying the N-gram technique on system call trace data. In particular, N-gram data is expressed as a two-dimensional matrix; the columns of this matrix consist of the attribute values by matching the entire word belonging to each gram according N, while the rows represent instances that belong to each trace. The value corresponding to the row and column of the data represents the number of occurrences of N-gram in each trace as shown in Table 2. As the value of N increases, the model becomes more complicated and requires considerably more storage space, thereby increasing processing time. Therefore, in this study, we limited N to 1 to 5. Furthermore, in order to extract those instances that occur most frequently in an entire trace, we extracted and used only instances that they were used more than once in the entire trace and had more than 30% (0.3) of all the instances in the entire trace because the used instances were small.

III.III Data Augmentation

This work was done in two cases: SMOTE (Synthetic Minority Over-sampling Technique) [28] for data oversampling and GAN for data augmentation to solve the class-imbalance problem in learning. In this paper we use the terms “data oversampling” and “data augmentation” interchangeably. The SMOTE is an approach to oversampling minority class from unequally represented class datasets. Hence, for minority class augmentation, we used their implementation from the imbalanced-learn python library [36].

GAN [29] is a type of unsupervised learning model used for dimensionality reduction, visualization, feature extraction, and so on. It is also a kind of generative model that can be used for data augmentation. That is, it is a kind of active model that can generate the data itself. The GAN is implemented by simultaneously two artificial neural networks (Generative Network and Adversarial Network) competing against each other (Generator and Discriminator). Then the generator takes any input data (noise vector data) and generates fake data. The discriminator takes real (original) and fake data, and distinguishes whether each of them is real or not. Therefore, the algorithm can produce data similar to the training (or input) dataset in learning by the two competing networks [30, 31, 32, 33]. Thus, a data augmentation approach using Generative Adversarial Network (GAN) was applied to the preprocessed data in this study. Fig. 3 depicts a simplified generative adversarial neural networks.

![A simplified generative adversarial neural networks.](image)

Also, the work of constructing training / test dataset from dataset was done in two cases: supervised anomaly detection vs. semi-supervised anomaly detection (or one-class classification) methods, depending on whether or not abnormal (minority class) samples are used during learning. The supervised anomaly detection approach is a method of learning both normal and abnormal sample data and labels together in a given training data set. The semi-supervised anomaly detection method is to train only normal samples with no anomalies in a given training data set. In each case, abnormal samples were augmented through the creation of new samples since the accuracy for the anomaly detection model based on machine / deep learning may vary depending on whether abnormal samples are used during learning. The data augmentation was performed by SMOTE and GAN, as mentioned earlier.

### Table 1. Data Groups in ADF-A-LD Dataset

<table>
<thead>
<tr>
<th>Data Groups</th>
<th>Type of Traces</th>
<th>Number of Traces</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDM</td>
<td>Normal</td>
<td>833</td>
</tr>
<tr>
<td>VDM</td>
<td>Normal</td>
<td>4372</td>
</tr>
<tr>
<td>ADM</td>
<td>Adduser</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>Hydra-FTP</td>
<td>162</td>
</tr>
<tr>
<td></td>
<td>Hydra-SSH</td>
<td>176</td>
</tr>
<tr>
<td></td>
<td>JavaMeterpreter</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>Meterpreter</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>Web-Shell</td>
<td>118</td>
</tr>
</tbody>
</table>

### Table 2. The Number of Occurrences of N-Gram in each Trace

<table>
<thead>
<tr>
<th>System Call Trace</th>
<th>1-gram</th>
<th>2-gram</th>
<th>3-gram</th>
<th>4-gram</th>
<th>5-gram</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x_1$</td>
<td>$x_2$</td>
<td>$x_3$</td>
<td>$x_4$</td>
<td>$x_5$</td>
</tr>
<tr>
<td>$d_1$</td>
<td>$N_{1,1}$</td>
<td>$N_{1,2}$</td>
<td>$N_{1,3}$</td>
<td>$N_{1,4}$</td>
<td>$N_{1,5}$</td>
</tr>
<tr>
<td>$d_2$</td>
<td>$N_{2,1}$</td>
<td>$N_{2,2}$</td>
<td>$N_{2,3}$</td>
<td>$N_{2,4}$</td>
<td>$N_{2,5}$</td>
</tr>
<tr>
<td></td>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
</tr>
<tr>
<td>$d_m$</td>
<td>$N_{m,1}$</td>
<td>$N_{m,2}$</td>
<td>$N_{m,3}$</td>
<td>$N_{m,4}$</td>
<td>$N_{m,5}$</td>
</tr>
</tbody>
</table>

Fig. 2. An Example of N-Gram units.
III.IV Applied Machine / Deep Learning Models

A detection model structure can generally vary depending on collected or benchmarked dataset, data preprocessing techniques, machine / deep learning models, etc., as well as hardware / software performance. There are a variety of model structures for constructing classification models in machine / deep learning fields. Especially a model structure may differ depending on the performance of learning algorithms. Machine learning is an application of artificial intelligence that studies algorithms and technologies that enable computers to automatically learn from data. Deep learning is an advanced field of machine learning which uses multi-layer networks. The layers are connected through nodes, which represent the mathematical computation of learning processes [37]. Deep networks are generally classified into three main categories [11]: (1) generative (unsupervised learning) architectures to learn automatically from an unlabelled dataset, (2) discriminative architectures (supervised learning) to distinguish patterns for predictive tasks, and (3) hybrid architectures incorporating both generative and discriminative models. Recently, researches for intrusion detection have been moving from machine learning technologies towards various kinds of artificial neural networks technologies. This section briefly describes machine / deep learning models (SVM and CNN) used in this study.

In the study [38], we considered machine learning algorithms such as SVM, Logistic Regression and KNN algorithms for anomaly detection. In this work, for anomaly detections, CNNs (Convolution Neural Networks) and SVM (Support Vector Machine) models were compared based on the previous study. The SVM algorithm is easy to apply and has strong performance, so it is one of the most practical supervised learning algorithms used for classification, regression and anomaly detection in the field of traditional machine learning. In particular, SVM algorithm is a method of finding a hyperplane that maximizes the margins that are farthest from data among the hyperplanes that dichotomically divide data based on training data [39]. The SVM algorithm supports different kernel functions, which can solve large dimension issues, i.e., SVM does not suffer from problems associated with high dimensionality; in addition, the generalization ability of the SVM method can be enhanced by increasing margins during the training process [40]. Considering these features of SVM algorithm, it would be appropriate to classify the data represented using moderate-sized matrices preprocessed for experiments.

CNNs [41] is a class of deep neural networks used in various applications and domains such as text, image and video processing. The hidden layers in CNNs are composed of convolutional layers and pooling layers. Filters, the detecting functions of CNNs, are used to extract related features from input data using convolution operations that generate feature maps. CNNs is a generally good modelling for the recognition of huge amounts of images, but they can detect the important features like a series of related events or traces in a variety of sequence data. Also, in general, CNNs show higher efficiency in terms of time and performance than ANNs (Artificial Neural Networks). Therefore, it would be a good candidate for classification. RNNs (Recurrent Neural Networks) can also be a good candidate for sequential event data. Future work will consider RNN modellings such as LSTM and GRU with various sequential or temporal benchmarked dataset.

III.V Evaluation

This section briefly describes classification metrics to evaluate the performance of models performed in this study. For the purpose of evaluation, Accuracy, True Positive Rate (TPR) and False Alarm Rates (FPR) were defined as:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

True Positive Rate (TPR) or Recall = \( \frac{TP}{TP + FN} \)

False Positive Rate (FPR) = \( \frac{FP}{FP + TN} \)

Where P: real positive cases in the data, N: real negative cases in the data, TP: True Positive, FN: False Negative, TN: True Negative, and FN: False Negative.

Also ROC (Receiver Operating Characteristic) curve plots TPR on Y-axis against FPR on X-axis of all possible thresholds for a binary classifier. Then another metric related to ROC curve is AUC (Area Under the ROC Curve). AUC provides overall measure of performance of a model across all the possible classification thresholds [42, 43]. AUC-ROC curve is a performance measurement for classification problem at various thresholds. AUC refers to the degree to which the model can distinguish between classes. The AUC score was used for performance evaluation in this study.

In next section we will show the experimental results obtained from using the preprocessed datasets with methods mentioned in this section.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this study, we conducted and compared experiments using machine / deep learning algorithms: SVM and CNN for classification, and GAN and SMOTE for data augmentation respectively. Also, to construct train / test dataset from preprocessed dataset using N-gram technique, it was done in two cases: supervised anomaly detection and semi-supervised anomaly detection (or one-class classification) methods, depending on whether or not abnormal (minority class) samples are used during learning. In each case, abnormal samples were augmented through (the creation of synthetic data based on original attack dataset) the creation of new samples by SMOTE and GAN. The TDM and VDM data are the normal data, while the ADM data consists of the six types of attack data, which are listed along with their labels in Table 3. Then, the training data was used to model the algorithm, and the test data was used to validate the algorithm to ensure accuracy. In the case of supervised anomaly detection, the attack data to be detected, the ADM dataset, was used with a ratio 2 to 8 for the training data.

For SVM model, we conducted experiments using Radial Basis Function (RBF) as kernel functions. The AUC scores measured after applying the RBF kernel function by adjusting hyperparameter C are shown in Fig. 6, 7, 8, and 9 compared to the CNN. For semi-supervised anomaly classification, this work used an implementation of scikit-learn python library [44, 45], which is a version of SVM implementation suitable for one-class classification on a training dataset containing only regular data.
For CNN, this model performs three convolution and max pooling operations, followed by two fully connected layers. The convolution is applied on the input data using a convolution filter with size 1x2 to produce a feature map. Feature maps of various sizes (7x108x1, 5x54x1, 2x27x1) were generated through the operations. To generate the feature maps, the Relu activation function was applied. Pooling was then applied over the feature maps using a 1x1 max pooling with a stride of 2 without padding. After those operations, the model flattens last feature map to the size (7x27) and passes the flattened data to a deep neural network (fully connected layers with dropout 0.5). The model was trained with 50 epochs. Then the model returns classification results. The loss function of classifier was calculated by binary cross entropy and was optimized through the Adam optimizer (learning rate = 0.0001, beta 1 = 0.5, beta 2 = 0.99).

Fig. 4 shows the architecture of the CNN model performed.

For GAN, the model was performed for data augmentation. Fig. 5 depicts the generative adversarial neural networks performed. The GAN was implemented by executing simultaneously generative neural network (generator) and adversarial neural network (discriminator). Then the generator takes any noise vector data and generates fake anomaly data. The discriminator takes both original and fake anomaly data, and distinguishes whether each of them is real or fake. In this work we used the loss function of WGAN [47] which is one of variants of GAN since it can improve the stability of learning by redefining the loss function of GAN. The size of hidden layer is 128 and the epoch was set to 50. The loss function of discriminator was calculated by softmax cross entropy and was optimized through the Adam optimizer (learning rate = 0.001, beta 1 = 0.5, beta 2 = 0.99). The random noise data were extracted from a uniform distribution with a minimum value of -1 and a maximum value of 1 to set a random number. The execution environment is as follows: Ubuntu 18.04.4 LTS, Intel® Xeon® Processor E5-2620v4, 2.10 GHz, GTX 1080 GPU, and 64GB RAM.

We evaluated the performance of GAN based Augmentation Performed for classification of anomalies using the AUROC (Area Under the ROC curve) score. Also the performance of GAN and SMOTE for data augmentation with the classification performance was evaluated. The minority class datasets (original attack datasets) were augmented by 0.3, 0.5, 0.7, and 1 to 1 ratios for the normal class dataset, respectively in the case of supervised anomaly detection. In the case of semi-supervised anomaly detection, TDM and ADM samples were augmented respectively in the ratios as shown in the Table 3.

This study has compared several aspects of the classification performance of SVM and CNNs classifiers trained with samples increased by GAN and SMOTE, respectively in supervised anomaly detection and semi-supervised anomaly detection scenarios.

The first scenario describes the binary classification performance of supervised anomaly detection, as shown in Fig. 6. The figure shows the AUC Scores for binary classification of SVM and CNN classifiers trained with datasets augmented by SMOTE and GAN, respectively. Fig. 7 shows the summary of the highest prediction accuracies of classification performance of the SVM (hyperparameter C=10000) and CNN (with 3 hidden layers) classifiers. It also shows a comparison of SMOTE and GAN augmentation methods with the classification performance. The results show that models trained with augmented data performed better classification performance than those trained with the original dataset. The higher the rate at which minority class samples (attack data samples) increase, the better the results as well. In addition, in data augmentation, GAN performed slightly better than SMOTE in terms of classification results. As considering AUC scores, SVD had slightly better or similar results than the CNNs. The SVM model seems to be appropriate with the experimental datasets.

In general, SVM is a good model for moderate-sized of training time. In these cases, artificial neural networks suitable for large datasets may be the right model. Thus, when data augmentation is required, that is, as the size of dataset increases, CNN can be a more suitable model for data classification than SVM. Future experimental work will estimate training time as well as classification performance of models being performed as data increases.

### Table 3. ADFA-LD Data Labeling and Number of Attack Data according to the Ratio of Attack Data to Training Data

<table>
<thead>
<tr>
<th>Data Group</th>
<th>Type of Traces</th>
<th>Label</th>
<th>Ratio 0.3</th>
<th>Ratio 0.5</th>
<th>Ratio 0.7</th>
<th>Ratio 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDM</td>
<td>Normal</td>
<td>0</td>
<td>5205</td>
<td>5205</td>
<td>5205</td>
<td>5205</td>
</tr>
<tr>
<td>VDM</td>
<td>Normal</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADM</td>
<td>Adduser</td>
<td>1</td>
<td>208</td>
<td>312</td>
<td>468</td>
<td>624</td>
</tr>
<tr>
<td></td>
<td>Hydra-FTP</td>
<td>2</td>
<td>312</td>
<td>572</td>
<td>780</td>
<td>1145</td>
</tr>
<tr>
<td></td>
<td>Hydra-SSH</td>
<td>3</td>
<td>364</td>
<td>624</td>
<td>884</td>
<td>1249</td>
</tr>
<tr>
<td></td>
<td>JavaMeterpreter</td>
<td>4</td>
<td>260</td>
<td>416</td>
<td>624</td>
<td>884</td>
</tr>
<tr>
<td></td>
<td>Meterpreter</td>
<td>5</td>
<td>156</td>
<td>260</td>
<td>364</td>
<td>520</td>
</tr>
<tr>
<td></td>
<td>Web-Shell</td>
<td>6</td>
<td>260</td>
<td>416</td>
<td>572</td>
<td>832</td>
</tr>
</tbody>
</table>

![Fig. 4. CNN Model Architecture (in the case of 3 hidden layers)](image-url)

![Fig. 5. Approach to GAN based Augmentation Performed](image-url)
Fig. 6. Performance (AUC Score) for Binary Classification of SVM and CNN Classifiers Trained with Datasets Augmented by SMOTE and GAN, respectively, in Supervised Anomaly Detection Approach

Fig. 7. The Summary of the Highest Prediction Accuracies of Classification Performance of SVM (C=10000) and CNN (with 3 hidden layers) Classifiers

In the second scenario, Fig. 8 describes the multiclass classification performance in supervised anomaly detection. The given training and testing datasets respectively were classified into 7 classes, each with a different number of samples for each class. In the approach of multiclass classification, increasing the minority class sample growth rate in data augmentation by GAN shows better results than the original datasets as shown in Fig. 8. However, as the growth rate in data augmentation by SMOTE increased, the classification performance gradually decreased. As synthetic samples by SMOTE are generated and increased, the noise data also seems to increase with the sample data. Therefore, these noisy data can affect classification performance and appear to be relatively ineffective compared to GAN. In addition, GAN performed better than SMOTE in data augmentation to improve classification performance. The AUC scores for each class were summed and averaged. When considering the AUC score on average, SVM gave slightly better or similar results than CNN, as in the case of binary classification.

Fig. 9 shows the summary of the highest prediction accuracies of classification performance of the SVM (C=10000) and CNN (with 3 hidden layers) classifiers. When comparing the detection rates of binary classification and multiclass classification, the performance of binary classification was better than that of multiclass classification. This is because despite the data growth, there is still not enough training data to improve the model performance as the number of samples belonging to each class is still fewer than the samples belonging to the class of binary classification.
In the third scenario, Table 4 describes the binary classification performance (recall scores) in semi-supervised anomaly detection. Classifiers of the semi-supervised anomaly detection approach were constructed by training only normal samples with no anomalies in a given training data set. The test dataset containing only anomalies was used to detect anomalies with classifiers trained with the training dataset. The experiment was performed with augmentation of training dataset and test dataset, respectively as shown in the table. In addition, a comparison between classifiers trained with augmented data and classifiers trained with original dataset is shown in the table. Overall, GAN’s task provided better recall scores than SMOTE. However, the augmentation task in semi-supervised anomaly detection scenario was not stable (or robust) than that in supervised anomaly detection scenario in terms of recall scores and augmentation rates. GAN provided a slightly more reliable method (a little less variance over recalls) for data growth task than SMOTE. Compared to increasing the training dataset alone, increasing the training and test datasets at the same rate resulted in a lower recall score. The reason is that it is difficult for classifiers to detect increased unseen anomalies as the test dataset grows. The SVM provided more robust and slightly better classification accuracy than CNNs as in the case of supervised anomaly detection approach.

Table 4. Binary Classification Performance (Recall Score) of SVM and CNN with SMOTE and GAN in Semi-Supervised Anomaly Detection Approach

<table>
<thead>
<tr>
<th>Training data: Test data: (# of samples)</th>
<th>SVM</th>
<th>CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM with SMOTE</td>
<td>0.961</td>
<td>0.961</td>
</tr>
<tr>
<td>CNNs with SMOTE</td>
<td>0.901</td>
<td>0.901</td>
</tr>
<tr>
<td>SVM with GAN</td>
<td>0.956</td>
<td>0.956</td>
</tr>
<tr>
<td>CNNs with GAN</td>
<td>0.944</td>
<td>0.944</td>
</tr>
<tr>
<td>SVM with SMOTE</td>
<td>0.956</td>
<td>0.956</td>
</tr>
<tr>
<td>CNNs with SMOTE</td>
<td>0.901</td>
<td>0.901</td>
</tr>
<tr>
<td>SVM with GAN</td>
<td>0.956</td>
<td>0.956</td>
</tr>
<tr>
<td>CNNs with GAN</td>
<td>0.944</td>
<td>0.944</td>
</tr>
<tr>
<td>SVM with SMOTE</td>
<td>0.961</td>
<td>0.961</td>
</tr>
<tr>
<td>CNNs with SMOTE</td>
<td>0.901</td>
<td>0.901</td>
</tr>
<tr>
<td>SVM with GAN</td>
<td>0.956</td>
<td>0.956</td>
</tr>
<tr>
<td>CNNs with GAN</td>
<td>0.944</td>
<td>0.944</td>
</tr>
</tbody>
</table>

Fig. 8. Performance (AUC Score) for Multiclass Classification of SVM and CNN Classifiers Trained with Datasets Augmented by SMOTE and GAN, respectively, in Supervised Anomaly Detection Approach

Fig. 9. The Summary of the Highest Prediction Accuracies of Classification Performance of SVM (C=10000) and CNN (with 3 hidden layers) Classifiers
These findings show that the accuracy for anomaly detection model based on machine / deep learning can vary depending on whether abnormal samples are used during learning, and binary classification task can result in better detection accuracy than multiclass classification task. In addition, the classification task in supervised anomaly detection scenario resulted in better detection accuracy than that in semi-supervised anomaly detection scenario. Data augmentation method was more stable in supervised anomaly detection scenario compared to semi-supervised anomaly detection scenario. Also SVM was a little more suitable model for data classification than CNN in experiments with the moderate-sized datasets. Future work will examine training time and resource consumption for the models with vast datasets.

V. CONCLUSIONS

This study proposed a method for improving classification performance of normal and abnormal data in anomaly-based intrusion detection systems by applying data augmentation using GAN. The experiments for improving classification performance were performed by comparing SVM and CNN classifiers trained with datasets preprocessed with N-gram. ADFA-LD, which consists of various system call traces for attacks on the latest operating systems, was preprocessed with N-gram technique. In addition, this study suggested using GAN to generate synthetic data for augmenting the samples of minority classes in class imbalanced classification scenarios. The performance of GAN for data augmentation through classification performance was compared with SMOTE technology. GAN provided a slightly more reliable way of working with data augmentation than SMOTE. The results show that GAN approach can improve the accuracy of classifiers trained with data augmented for minority classes.

To construct training / test dataset, it was done in two approaches: supervised anomaly detection and semi-supervised anomaly detection methods, depending on whether or not abnormal samples are used during learning. In each case, abnormal samples were augmented through the creation of synthetic data based on original attack dataset. Data augmentation method was more stable in supervised anomaly detection scenario compared to semi-supervised anomaly detection scenario. Based on experimental results, it was confirmed that the classification performance can be improved as the number of synthetic samples belonging to each imbalanced class increases.

In conclusion, the methodology proposed in this study enables the detection of normal data and attack data as well as the classification of each attack data by extracting the patterns and features of anomalies using machine / deep learning algorithms and applying them to anomaly detection in the HIDS, thereby significantly improving the HIDS, and thus, accurate detection rate.

Most machine learning algorithms can produce inefficient or unstable classifiers when learning with large datasets as well as class imbalance datasets. As dataset grows, in general, machine learning models may require a lot of training time. Then, artificial neural networks suitable for huge datasets may be the right model. Hence, future work will consider using a variety of machine learning and deep learning models with vast datasets, and estimate training time as well as classification performance of models being performed as dataset increases. We will also consider the use of GAN with a variety of datasets depending on the degree of class imbalance.

ACKNOWLEDGMENT

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korean government (MSIT: Ministry of Science and ICT) (No. NRF-2019R1F1A1059036).

REFERENCES

Proceedings of The International Conference on Learning


E. Aghaei and G. Serpen, “Host-based Anomaly Detection using Eigentraces Feature Extraction and One-class Classification on System Call Trace Data,” ArXiv, p.11, 2019.


