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Abstract 

Lane detection is a vital part of the intelligent vehicle 

detection system. To accurately identify the lane line and 

improve the real-time and robustness of the lane line detection 

algorithm, many improvements have been proposed. In this 

paper, to improve the lane recognition rate more than the 

conventional method, we preprocess the collected images 

first, include image grayscale, Sobel operator edge detection 

and binarization process to obtain high-quality images. 

Secondly, the improved Hough transform is used to identify 

and optimize the centerline, to improve the accuracy of the 

detection results and promote the orderly of detection. The 

experimental results show that the improved algorithm can 

identify centerlines more accurately, and has strong real-time, 

robustness and accuracy. 

Keywords: Centerline; ROI; Edge Detection; Binarization; 

Hough transform. 

 

I. INTRODUCTION 

Autonomous driving technology is the future development 

trend in the automobile industry. As an important reference 

mark, the safe driving of smart cars, the lane line is particularly 

important for accurate detection. 

According to relevant research findings, in road traffic 

accidents, about half of the traffic accidents are related to lane-

line deviation or related factors. Research shows that if the 

driver's reaction time can be advanced by 0.5 seconds, at least 

60% of rear-end collisions can be avoided Car crashes, 50% of 

cross-collisions and 30% of head-on collisions. Therefore, 

improving the technical level of lane centerline detection, 

perfecting the intelligent vehicle safety assistance system, and 

reducing the safety hazards in the driving process of the 

vehicle are of great significance to the family, the enterprise, 

and even the social development. 

Lane centerline detection is the prerequisite for vehicle yaw 

warning. During vehicle driving, the road environment is 

complex and changeable. Vehicle driving is not only affected 

by weather and roadside trees, but also by surrounding vehicles. 

These factors will seriously affect the speed and effect of lane 

centerline detection. At the same time, the detection of the 

centerline of the lane still has the problem of large amount of 

calculation and a long time. 

In order to solve the above two problems, researchers have 

conducted extensive research on this. At present, the vision-

based lane-line departure system mainly has the following two 

methods: feature-based recognition method and model-based 

recognition method. The feature-based recognition method is 

to use the gray features of the road boundary and lane 

markings to complete the recognition of the lane markings 

from the serial gray images in front of the vehicle; the model-

based recognition method is mainly based on different road 

image models Different recognition technologies are used to 

recognize lane markings. This paper mainly adopts the feature-

based recognition method, which can effectively reduce the 

complexity of the algorithm and improve the execution speed 

of the algorithm. Reference[1] proposed to use different 

methods to identify different scenarios. Although it can be 

identified in a variety of complex scenarios, a variety of 

algorithms need to be involved in the identification, so it is 

impossible to achieve real-time recognition in practical 

applications. Detection requirements; reference[2] proposed a 

night lane line detection method, but the algorithm takes a long 

time; reference[3] used Hough transform to recognize lane 

lines, but Hough transform is computationally intensive and 

vulnerable to environment The shortcomings of interference 

and low detection accuracy have not been completely resolved. 

Based on existing research, this paper used improved Hough 

transform to identify and detect centerlines. And optimize the 

methods in each link to improve the real-time, robustness and 

accuracy of lane-line detection algorithms. 

 

II. DESIGN OF THE CENTERLINE RECOGNITION 

SYSTEM 

1. The lane model on the road. 

The centerline is an important feature line in the geometric 

design of road routes, as well as an important control line in 

road traffic management. In the case of traffic management, 
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this is generally used to distinguish the marking line of the 

two-way vehicle driving space. These lines are mainly marked 

with yellow lines. The various forms of central lines such as 

the single solid line, double solid line, single dashed line, 

double dashed and solid lines as shown in Fig 1 below. 

 

(a)      (b)     (c)      (d) 

(a). Solid lane: Lanes restricting lane changes and parking. 
(b). Solid lanes: The lane he has laid out in two lines to emphasize 

the meaning of the restriction. 
(c). Dashed Line: Lanes Allowed changing, entering, passing. 

(d). Solid and Dashed Line: Vehicles on the dashed line may be 
changed by vehicle; lanes on the solid line are prohibited. 

Fig.1 Different type of centerline and the rule. 

 

In road traffic management, different forms of lines have 

different functions, and the same is true for the centerline. The 

solid line is strictly forbidden to cross, and the dashed line can 

be utilized to overtake or turn around while ensuring safety[4]. 

As show in Fig 1, the lane centerline is divided into the single 

solid line(Fig 1(a), double solid lines(Fig 1(b), the single 

dashed line(Fig 1(c) and double dashed and solid line(Fig 1(d), 

and centerline has a role as shown in the following Fig 1. The 

system not only need to detect the solid line part, also detect 

the dashed line part. This is generally difficult and for increase 

the accuracy of detection in such cases, we have added color 

recognition to the system. 

During the driving process of the vehicle, the front camera is 

used to capture the lane information image, and the model is 

built as shown in the fig 2, In the lane model, X-Y-Z is a 

coordinate of the road, x'-y'-z' is the coordinates of the input 

image. The x accepts as length, y accepts as width. 

 

 
 

Fig.2 The lane model in input image on the road.  

2. The Centerline recognition algorithm. 

The centerline recognition algorithm is divided into two parts: 

image preprocessing and centerline detection. Image 

preprocessing is to process the acquired images through 

various methods, remove the noise generated in the image 

acquisition, transmission and processing, filter out the 

available information in the image, and improve the efficiency 

of centerline detection. Finally, the improved Hough transform 

is used to detect the preprocessed image to get the centerline. 

The above processing will improve the real-time, robustness 

and accuracy of the centerline detection algorithm, and further 

improve the vehicle departure warning system. The flow of the 

centerline recognition system is shown in Fig 3. 

 

Fig.3 Flowchart of the centerline recognition algorithm. 

 

In order to improve the real-time, robustness and accuracy of 

the centerline recognition system, the main improvement of 

this paper is use the morphological filter, an improved sobel 

operator to identify the edges of features, and an improved 

Hough transform to fit straight lines. According to the above 

process, obtains the original image through the camera, and 

after optimization processing, the real-time processing speed of 

27 frames per second is reached. At the same time, the 

accuracy of processing in different scenarios is 97.82%, which 

can be adapted to various scenarios. 

 

3. Region of interest selection. 

In the input image, in addition to the road used to extract the 

central line, there are unnecessary parts, such as the foreground 

and the surrounding environment of the road. The general 

algorithm is applied to the entire image, resulting in 

calculations processing areas that do not need to be calculated. 

Makes the processing speed slower. For compensate for this 

problem, only the partial area required for the center line 

recognition is selected as the region of interest (ROI). In this 

article, only the upper and lower regions on the left side of the 

vehicle forward image are set as ROIs. 

 

Fig.4 Set operational areas through two ROI. 
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Set two sub-regions in the image represented in (x, y) 

coordinates where the central line needs to be detected, as 

shown in Figure 4. Each sub-algorithm has a clockwise 

rotation based on the upper left corner. Divided into LH-ROI 

(left high ROI) and LL-ROI (left low ROI). By applying the 

algorithm proposed in this article under the setting area, 

parallel processing in each area. 

 

4. Grayscale and morphological filter. 

After the region of interest is selected, Perform grayscale 

processing. Color images have three components, R, G, and 

B[5], while grayscale images have only one component. 

Compared with color images, gray-scale images occupied less 

space and less calculation, which can effectively reduce the 

burden on the processor and speed up processing efficiency. 

The gray-scale processing of an image is to convert a color 

image into a gray-scale image. The conversion methods 

include component method, average method and weighted 

average method. For satisfy the rationality of the algorithm, we 

use the weighted average method to grayscale the image. In the 

specific weighted calculation, the coefficients corresponding to 

the three components of R, G, and B is 0.3, 0.59, and 0.11 

respectively. The calculation equation is as follows: 

 𝑌 = 0.3𝑅 + 0.59𝐺 + 0.11𝐵 (1) 

By equation (1), the grey of the image can be calculated and 

get the grayscale image. 

 

After grayscale, the image will be filtering. Erosion and 

dilation[4] is a kind of image morphological filtering, which is 

to achieves the erosion and dilation of the target by defining a 

fixed-size structural element for AND operation and OR 

operation. Dilating is the process of merging all the 

background points in contact with the object into the object 

and expanding the boundary to the outside, which can be used 

to fill the void in the object. Eroding is a process of eliminating 

boundary points and shrinking the boundary to the inside. Can 

be used to eliminate small and meaningless objects. This paper 

used the process of eroding first and then dilating. It is used to 

eliminate small objects, separate objects at slender points, and 

smooth the boundaries of larger objects without changing their 

area significantly. The result of image grayscale and 

morphological filter is shown in Fig 5. 

 

Fig.5 The result after grayscale and filter.  

5. Improved Sobel operator. 

When a vehicle is driving normally on the road, the acquired 

driving image generally has a strong edge. To obtain the lane 

centerline, further edge detection is required after image 

preprocessing, and the related edge detection can be performed 

by edge extraction. There are many existing edge extraction 

methods, include Sobel[7], Laplace, Roberts, Canny, etc. 

Because the Sobel operator is relatively easy to implement in 

space. And can handle images with gradual grayscale and more 

noises, and combined with real-time requirements, this paper 

selects Sobel operator for edge detection. Traditional Sobel 

operator mostly use two operators in horizontal and vertical 

directions. In view of the fact that most of the lane lines 

observed at ordinary times have a certain slope in the image, 

this paper used the 45° Sobel operator to extract the edge of the 

image, The improved template is shown below. 

[
2 1 0
1 0 −1
0 −1 −2

],  [
0 1 2

−1 0 1
−2 −1 0

] 

 

6. Image binarization processing. 

After edge detection, there is still a lot of irrelevant 

information in the image. To further eliminate the irrelevant 

information, the image needs to be binarized. The key part of 

the binarization process is the determination of the optimal 

threshold. Unreasonable determination of the optimal 

threshold will seriously affect the quality of the image, 

because when the optimal threshold is set too high, some lane 

line edge points will be missed, affecting Detection quality: 

When the optimal threshold is too low, some useless 

information will be detected, which will affect the detection 

efficiency. 

There are many methods for selecting the best threshold, 

including the average value of the bimodal method, the 

maximum between-cluster variance method, the one-

dimensional maximum Bing method, the minimum value 

method, and the iterative method. Because the maximum 

between-class variance method is convenient to calculate, fast 

in operation, and meets the real-time requirements, this paper 

selects the maximum between-class variance method to 

determine the optimal threshold. The maximum between-class 

variance method is to find the maximum between-class 

variance between background and foreground. The larger the 

between-class variance, the greater the difference between the 

two parts. The effect after sobel and binarization is shown in 

Fig 6. 

  

Fig.6 The result after sobel and binarization. 
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7. Hough Transform. 

In the existing research, the acquisition of road information is 

mainly achieved through monocular vision, but the road 

environment in real life is more complicated[8], and the 

acquired images may exist due to road obstacles or street 

lighting problems and other related reasons. The problem is 

that it is difficult to obtain continuous edge characteristics. In 

order to alleviate the image edge discontinuity caused by the 

above problems, this paper adopts the Hough transform[9-10] 

method for lane line inspection, because the main advantage 

of the Hough transform is that it is less affected by noise and 

curve discontinuities. 

 

7.1 Ordinary Hough transform algorithm 

Hough transform is an algorithm for detect straight lines, 

curves and other simple shapes in the image[11]. In this paper, 

the outer edge of the lane printed through the hough transform 

is extracted to one line and the centerline is detected. It 

expresses all the straight lines in the area in manner as shown 

in equation (2). 

 

(a) in x-y space      (b) in hough space 

Fig.7 Hough transform algorithm. 

 

 𝜌 = 𝑥𝑐𝑜𝑠𝜃 + 𝑦𝑠𝑖𝑛𝜃 (2) 

The value 𝜌  is the distance of the line along the vector 

perpendicular to the line from the origin, and θ is the x-axis 

and the angle at which this vector is formed. Hough 

transformations are expressed as curves in the hough area by 

generating parameters of θ and 𝜌  through the expression 

above, which is in (x, y) planes. 

The straight lines expressed by equation (2) are shown in 

planes (x, y) as shown in Fig 7(a). x is the horizontal axe and y 

is the vertical axe in the respectively of image. Points A, B, 

and C are located in the straight line above expressed in Fig 

7(b) as curves in the form of a sinusoidal wave, and straight 𝚤 ̅
is expressed as points crossed by curves in the hough area, 

which are called cumulative cell. 

The traditional method of calculating all the values of 𝜃 to 

find all the straight lines in the image is difficult to recognize, 

because it extracts all the straight lines shown at the front of 

the vehicle as well as the boundary of the lane. To solve this 

problem, an algorithm optimized cumulative cell in the hough 

area was used[12], and in this paper, the algorithm is applied to 

the ROI to increase recognition efficiency. 

 

7.2 Improved Hough transform algorithm. 

Different with conventional algorithms, detection is only 

performed separately for each ROI. Fig 8 shows the sequence 

of the proposed Hough transform algorithm. First, when one 

frame of the image is read into the ROI, algorithm operation is 

performed at the same time between LLB (lower left border) 

and HLB (high left border). 

 

 

Fig.8 Flowchart of the proposed hough transform algorithm. 

 

For ROI (LL-ROI, LH-ROI), if 𝜃1 is greater than LLB in that 

area, the value 𝜌1 is calculated using equation (2). Store these 

𝜃1  and 𝜌1  in the (x, y) area and output corresponding 

detected lines. θnext, the θ value of the following frame, is the 

value of 𝜃1 + ∆𝜃1. If 𝜃1 is equal to HLB+∆𝜃1, then the next 

frame is operated; if not, it is fed back to the part that computes 

𝜌1. 

Fig 9 shows the position of the centerline in the x and y planes, 

and the forward image boundary of the left row. 𝜌1 is the 

vertical distance between the origin and the centerline, and 𝜃1 
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is the vertical angle between the y-axis and the centerline. 

 

 

Fig.9 The lane distance in the (x,y) plane. 

 

 

Fig.10 Hough space for lane detection with accumulator cells. 

 

Fig 10 shows the hough area for lane detection with 

cumulative. The range of 𝜌 and 𝜃 values corresponding to 

the x-axes and y-axes of the hough area is −90° ≤ 𝜃 ≤

90° 𝑎𝑛𝑑 − 𝐷 ≤  𝜌 ≤ 𝐷，and 𝐷  is the maximum diagonal 

length relative to the origin in the plane 𝑥, 𝑦. 

The proposed algorithm only detects straight lines within the 

entire hough area, limiting only certain areas for centerline 

detection. In this process, the algorithm was implemented by 

setting only the angle value 𝜃. In the case of distance value 𝜌, 

it was not used as a variable in the implementation of the 

algorithm because in all frames within ROI, straight lines of 

different lengths detected within a certain angle can be 

determined as centerlines. When setting the distance value as a 

variable to reduce the range of cumulative cells, it may not be 

recognized as a centerline if only a certain portion of the line is 

spanned in a particular frame, or because of the computational 

speed decreases in the process of averaging multiple lines from 

one frame to one straight line behind, thus increasing algorithm 

efficiency. For HL-ROI and LL-ROI, only the left side of the 

lane is recognized and detected. Thus, to apply the hough 

conversion algorithm only two areas within the range where 

the left lane is expected to be located in the entire hough area, 

straight lines with θ values between LLB and HLB are 

extracted. In this algorithm, the LLB is set to 35° and the HLB 

is set to 55° to detect all the straight lines recognized within 

this range. 

 

(a) hough space     (b) x-y space 

Fig.11 The left lane optimized with accumulator cells. 

Fig 11 (a) shows the optimization of cumulative cells for the 

left lane. Assuming ∆𝜃1 between LLB and HLB based on 𝜃1, 

many straight lines are detected within this range. Fig 11 (b) 

shows a diagram found in the left lane. 

The conventional Hough transformation algorithm detected all 

the straight lines in the image, but it detected both lanes for the 

entire ROI through the cumulative cell. Also, in this paper, the 

ROI is divided into two units and HL-ROI and LL-ROI are 

detected and output in parallel. Fig 12 shows the result images 

after cumulative cells applied. 

   

Fig.12 The result of after applied accumulator cells method.  

 

In fig 12, the number of straight lines are output, and only one 

straight line can be determined by averaging output values. 

The mean values of ∆𝜃1 is calculated using equation (3).  

 
𝜃1 =

1

𝑛
∑ 𝜃𝑖1 ,   𝐿𝐿𝐵 ≤ ∆𝜃1 ≤ 𝐻𝐿𝐵 

(3) 

 

Where 𝜃𝑖1 is the 𝜃 of 𝑛 straight lines detected in the range 

of 𝛥𝜃1. It is the 𝜃 value of straight lines. The result values of 

calculation are substituted for equation (2) to derive equation 

(4) as shown below. 

 𝜌1 = 𝑥𝑐𝑜𝑠(𝜃1) + 𝑦𝑠𝑖𝑛(𝜃1) (4) 

Finally, the left lane is detected in HL-ROI and LL-ROI 

through equation (4). 

 

III. EXPERIMENTAL RESULT 

This article is the detection and recognition of the center line of 

the lane. For verify the effectiveness and robustness of the 

algorithm in this article, the driving vehicle collects road 

information. The actual shooting can ensure that the roads, 

vehicles, and trees in the video have rich colors Changes to 



International Journal of Engineering Research and Technology. ISSN 0974-3154, Volume 13, Number 11 (2020), pp. 3913-3918 

© International Research Publication House.  https://dx.doi.org/10.37624/IJERT/13.11.2020.3913-3918 

3918 

ensure that the algorithm has stronger robustness. 

This article configures Opencv3.4.1 on the Microsoft Visual 

Studio 2019 program platform for program simulation. With 

an image size of 640 ∗ 480 pixels, a real-time processing 

speed of 27 frames per second is achieved. After statistics of 

the results under various road conditions, the accuracy rate can 

reach 97.82%. Through the detection results of various central 

lines, it is known that the method in this paper can stably 

recognize the central lines of various complex roads ahead. 

The detection results are shown in the figure. 

  

a. RGB input image        b. Grayscale and filter 
 

 

  c. Edge detection      d. centerline recognition 

Fig.13 The result of centerline recognition.  
 

IV. CONCLUSION 

Aiming at the problem of the complex and changeable image 

acquisition environment, this paper uses the 45° Sobel operator 

to extract the edge of the image. After acquiring the high-

quality image, the central line detection is performed through 

the improved Hough transform, which greatly improves the 

stability of the algorithm. Compared with traditional methods, 

this algorithm is more practical, improves the reliability and 

robustness of recognition, and has better application value in 

vehicle departure warning and other assisted driving research. 

But at present, simulation optimization is mainly carried out 

through simulation, and it needs to be transplanted to the 

hardware platform for practical application in daily life. The 

research will be further improved in the future. 
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