Abstract
With the advancement of networks, attacks on networks have also increased significantly. The importance of maintaining sensitive information being stored and sent through the Internet has led to the urgent need to safeguard the networks. It is imperative to detect any abnormal behavior. Several methods have been employed either to prevent or at least to detect various attacks. In this research, deep learning-based approaches such as auto-encoders, Convolutional Neural Networks (CNN), and Recurrent Neural Networks (RNN) are used in order to create an efficient Intrusion Detection System (IDS). The proposed approaches are aimed at distinguishing the normal behavior on the network from an anomaly-based one. This research focuses on the evaluation and comparison of different deep neural networks. Based on the experimental results, RNN outperforms all other approaches with an accuracy of 0.99 for training and 0.94 for the testing phase.
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I. INTRODUCTION
In the Internet environment, network systems have been exposed to violations and some security problems. With the availability of techniques to protect computers as well as networks against intrusions, we still need other methods to help detect increased threats automatically and in advance.

To combat and reduce attacks, we must continue to develop security techniques and defense mechanisms. The Intrusion Detection System (IDS) is used to monitor the events occurring in a computer network and to detect any unauthorized usage or abnormal actions. Several techniques have been used to build the IDS. There are many challenges to improve efficient IDS. Over the years, different techniques have been developed to enhance IDS using data mining and machine learning methods. However, all these techniques still suffer from some limitations and problems, which allow an attacker to make a violation of the system. Deep learning methods are a type of machine learning to learn the representation of data for feature extraction without human intervention. DL is superior to other techniques because of its ability to achieve a higher classification accuracy and to protect the network from malicious attacks. In recent years, deep learning has gained interest in the research community because these algorithms can automate the feature learning process. In this paper, the aim is to build an IDS to get acceptable results with higher accuracy for intrusion detection. We propose and construct a system to classify each record into one of the possible categories, normal or a particular kind of intrusion. Various popular DL techniques have been applied and evaluated in this paper for IDS. As such, earlier version of this research employing Auto-encoders is published as a conference paper [1]. In the current paper, both CNN, as well as RNN, are used to detect the network attacks.

The paper is structured as follows: the related work is discussed in Section II. Section III demonstrates the proposed approach. The experiments and the results are presented in Section IV. The conclusion is provided in Section V.

II. RELATED WORK
To maintain network security, IDS tries to detect any unauthorized usages of the network. There are two types of attack detection, either on a network or on each of the hosts. Network-Based intrusion detection is a system used for analyzing network traffic while Host-Based intrusion detection is used for monitoring the host behavior [2]. Many of the researches employ data mining techniques to detect intrusion. Each technique has its pros and cons, and there is no ideal technique. K-Means has been used for intrusion detection in [2], [3] and [4] to effectively build clusters of related subclasses.

Support Vector Machines (SVMs) have been applied for IDS in numerous articles. [5] and [6] proposed a method of detecting anomaly based on the payload. The system uses one-class SVM to detect anomalies. In [6], classifier ensembles are used to achieve a very low false-positive rate with high detection accuracy. IDS was constructed from several one-class SVM classifiers. The authors in [7] applied SVM to study automatic feature selection in anomaly detection. Another SVM approach for detecting the intrusion is proposed in [8]. The authors apply the hypothesis test theory to the SVM classifier to build an intrusion detection model. The results illustrate that their approach can learn and generalize in a better manner.

In [9], the authors measure the performance of six different classification models for network intrusion detection: SVM, Neural Networks, k-Nearest Neighbor (kNN), Ripper Rule, Naive Bayes, and Decision Tree. The results show that the kNN got the least computational complexity and the highest classification accuracy. A system for intrusion detection is
proposed in [10], which is based on a data mining technique. The system is a combination of binary classifiers with feature selection and multi-boosting which forms an ensemble method. The cost and accuracy of this method overcame the best entry of the KDD Cup’99. The same data is also used by [11]. The intrusions were detected using a hybrid classifier. This model uses the false alarm rate, accuracy, along with the detection rate. The experimental results show that the hybrid model generates better results with reasonable prediction time. Another study by [12] proposes an intelligent network IDS using the Averaged One Dependence Estimators algorithm to detect any malicious activity on a network. This method can efficiently give low False Alarm Rate (FAR) and high Detection Rate (DR) as compared to Naive Bayes. In another work [13], data mining techniques were used to build a model to discover a new attacking signature based on the recognized signature. The results showed that the proposed model in comparison with the baseline apriori algorithm performs better.

Using more than one data mining algorithm helps obtain better predictive performance as compared to using just one algorithm. In [14], the authors recommended a model based on boosted decision trees to improve the performance of the IDS. The system is validated on the KDD Cup’99 dataset and compared with algorithms like Naive Bayes and K Nearest Neighbor. The results show that the ensemble technique performs better than other algorithms to solve the problem of IDS. The authors in [15] introduce a prototype for the IDS by using a database-centric approach. This system uses the apriori algorithm to find intrusions by generating the rules. In [16], the authors make an improvement in the FP-Growth algorithm, which is based on associative analysis for network IDS. The improved algorithm requires less time than the FP-Growth algorithm and has better detection efficiency.

The authors in [17] are able to detect intrusion in a wireless sensor network by applying data mining techniques. They use misuse-based as well as anomaly-based detection techniques in the proposed system. The researchers in [18] compare the performance of different algorithms such as J48, Decision Tree, and OneR to verify whether a system is under Denial of Service (DoS) attack. The experiments are conducted using a subset of the KDD dataset. The results show that both the rule-based as well as the decision tree classifiers perform well and achieve more than 99% accuracy.

Deep Learning algorithms use a neural network with multiple hidden layers between the input and output layer for intrusion detection to construct a self-adaptive system in a dynamic network environment. The architecture can be classified into two kinds: discriminative and generative. In generative architecture, pattern classification is performed using unsupervised learning. On the other hand, the discriminative architecture use labeled data to train the model [19]. Stacked Restricted Boltzmann Machines (RBM) and Stacked Auto-encoder are used in [20] to find the network attacks accurately. Their techniques classify attacks into five classes with high accuracy. The results show that the Stacked Auto-encoder performs better as compared to the one using RBM. Alrawasheh and Purdy [21] developed a deep network architecture so as to detect various anomalies. Their method uses Logistic Regression softmax for fine-tuning the deep network and got good results on 10% of the test data belonging to the KDD dataset.

### III. PROPOSED IDS

**DL** relies on learning representations to capture the inherent structure in the data [22]. **DL** approach is the composition of various interconnected intermediate layers, which learn the input to perform tasks like classification or prediction. There are various models in the deep learning paradigm such as Auto-encoders [23], RBMs [24], Convolutional Neural Networks (CNNs) [25], Recurrent Neural Networks (RNNs) [26] and Long Short-Term Memory (LSTM) [27]. The DL configurations that are proposed for this study in order to evaluate the NSL-KDD data are based on auto-encoder, RNN and CNN networks.

#### III.I Auto-encoders

Auto-encoder is an unsupervised deep learning algorithm based on neural networks [23] and is composed of an encoder and a decoder. It is composed of just three layers: input, one hidden and an output layer. The input layer in auto-encoder is trained by learning the best parameters needed for output. The encoder is used to develop a new feature set that has a lower dimensionality as compared to the input for the hidden layers. The decoder is used to reconstruct its input back from the learned representation [19].

Our training and testing set of encoders consist of two fully connected layers. The input layer has 122 dimensions. The model reduces the number of dimensions to 61. The last layer employs the Softmax layer to produce five output classes.

#### III.II Convolutional Neural Networks (CNNs)

Convolutional Neural Network (CNN) is also a deep learning technique, mostly used in image classification. A convolutional neural network usually contains three kinds of layers: convolution, pooling, and fully connected layers. The convolution layer is used to extract the high-level features from the input. The pooling layer is responsible to decrease the parameters of the input in order to simplify the output. The last layer in the network is a fully connected one, which provides the classification output [25].

The proposed model of CNN has two convolution layers with 64 filters and uses **Relu** as the activation function, followed by a pooling layer with size 2 so as to reduce the complexity of the output. Another two convolution layers follow to learn higher-level features with 128 filters and also use Relu as the activation function. Then, the learned features are flattened, which is followed by a fully connected layer passing through a dropout layer. Finally, the five outputs for the model are produced in the output layer using a fully connected layer. Fig. 1 presents this configuration.

#### III.III Recurrent Neural Networks (RNNs)

Recurrent Neural Networks (RNNs) are widely used for learning from sequential training data. It trains the model by using the back-propagation methodology. Recurrent networks are different than the **Multi-Layer Perceptron (MLP)** since they not
only consider the current input but also take into account what has happened previously [26].

The proposed model of RNN is shown in Fig. 2. It consists of three layers of RNN with dropout followed by the output layer using a fully connected layer.

![Fig. 1. The architecture of CNN](image1)

![Fig. 2. The architecture of RNN](image2)

**IV. EXPERIMENTS AND RESULTS**

This section provides details about the experimental setup along with a comprehensive evaluation of the proposed approaches.

**IV.I Experimental Setup**

The KDD dataset is constructed from the data gathered by the IDS evaluation program of DARPA’98. NSL-KDD is a new version of the KDD dataset that was proposed as a solution to the problems encountered in the KDD dataset. The novel dataset overcomes and removes the redundant data of the KDD dataset. It contains 125,973 and 22,544 instances for training and testing respectively [28]. The number of features is 41. The data is either labeled as normal or a particular attack type. There are 39 different attack types that are grouped into four main categories of attacks: DoS, Probing, Remote to Local (R2L), and User to Root (U2R) [29].

**IV.II Preprocessing and Model Construction**

The following preprocessing tasks are applied to the data:

- All string attributes are converted to numerical ones.
- Min-Max Scaler is used to make normalization of all features.
- The classes associated with an attack are decreased from 39 to four along with a normal class.
- Synthetic Minority Oversampling TTechnique (SMOTE) was applied to the data.

The NSL-KDD dataset suffers from a disparity in the number of attack classes which makes the dataset as imbalanced and affects classification. To solve this problem, we applied SMOTE on the training data. Oversampling is applied by increasing the number of instances belonging to the minority class. The number of instances for training is increased from 125,973 instances to 193,264 instances. The training dataset before and after applying SMOTE is shown in Fig. 3 and Fig. 4 respectively. One can observe that before applying SMOTE, class 2 and 3 contained very few instances. However, SMOTE helped to increase the instances belonging to class 2.

![Fig. 3. Training dataset without SMOTE](image3)

![Fig. 4. Training dataset with SMOTE](image4)

After preprocessing, a deep neural network is constructed. The experiments are performed to find the optimal deep learning model for IDS having good performance as well as high accuracy. In all of the three models, the activation function for the hidden layers is Relu and the activation function of the output layer is Softmax. The experiments are performed using Keras [30] and TensorFlow [31].

**IV.III Evaluation**

The three proposed approaches are compared in terms of accuracy, precision, recall, support, F1-measure, and Average Under Curve (AUC). Metric scores of CNN, Auto-encoder, and
RNN are presented in Table 1-3. The best results are given in bold.

### Table 1. Results for CNN Model

<table>
<thead>
<tr>
<th>Attack</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Measure</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>U2R</td>
<td>0.71</td>
<td>0.90</td>
<td>0.83</td>
<td>36</td>
</tr>
<tr>
<td>DoS</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>6,056</td>
</tr>
<tr>
<td>R2L</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>931</td>
</tr>
<tr>
<td>Probe</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2,260</td>
</tr>
<tr>
<td>Normal</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>13,260</td>
</tr>
<tr>
<td>Average</td>
<td>0.942</td>
<td>0.98</td>
<td>0.97</td>
<td>4508.6</td>
</tr>
</tbody>
</table>

### Table 2. Results for Auto-encoder Model

<table>
<thead>
<tr>
<th>Attack</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Measure</th>
<th>Support</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>U2R</td>
<td>0.66</td>
<td>0.13</td>
<td>0.22</td>
<td>202</td>
<td>0.56</td>
</tr>
<tr>
<td>DoS</td>
<td>0.93</td>
<td>0.76</td>
<td>0.84</td>
<td>7,456</td>
<td>0.86</td>
</tr>
<tr>
<td>R2L</td>
<td>0.97</td>
<td>0.02</td>
<td>0.05</td>
<td>2,754</td>
<td>0.51</td>
</tr>
<tr>
<td>Probe</td>
<td>0.78</td>
<td>0.59</td>
<td>0.67</td>
<td>2,421</td>
<td>0.78</td>
</tr>
<tr>
<td>Normal</td>
<td>0.65</td>
<td>0.97</td>
<td>0.78</td>
<td>9,710</td>
<td>0.78</td>
</tr>
<tr>
<td>Average</td>
<td>0.798</td>
<td>0.49</td>
<td>0.51</td>
<td>4508.6</td>
<td>0.70</td>
</tr>
</tbody>
</table>

### Table 3. Results for RNN Model

<table>
<thead>
<tr>
<th>Attack</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Measure</th>
<th>Support</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>U2R</td>
<td>0.50</td>
<td>0.89</td>
<td>0.64</td>
<td>202</td>
<td>0.93</td>
</tr>
<tr>
<td>DoS</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>7,456</td>
<td>0.99</td>
</tr>
<tr>
<td>R2L</td>
<td>0.99</td>
<td>0.61</td>
<td>0.75</td>
<td>2,754</td>
<td>0.77</td>
</tr>
<tr>
<td>Probe</td>
<td>0.71</td>
<td>0.92</td>
<td>0.80</td>
<td>2,421</td>
<td>0.93</td>
</tr>
<tr>
<td>Normal</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
<td>9,710</td>
<td>0.99</td>
</tr>
<tr>
<td>Average</td>
<td>0.836</td>
<td>0.88</td>
<td>0.84</td>
<td>4508.6</td>
<td>0.92</td>
</tr>
</tbody>
</table>

### Table 4. Comparison of accuracy for different DL methods

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>0.74</td>
</tr>
<tr>
<td>Auto-encoder</td>
<td>0.91</td>
</tr>
<tr>
<td>RNN</td>
<td>0.94</td>
</tr>
</tbody>
</table>

The models were compared using the metric scores obtained on the test data. Table 1-3 show that CNN has very low precision (0.66) as well as recall (0.13) while detecting the U2R attacks. Consequently, the F-measure, which is the harmonic mean of precision and recall is also quite low (0.22). On the other hand, the F-measure for the auto-encoder is 0.64, whereas, for RNN, the value of F-measure is 0.83. The primary reason is that there are very few U2R attacks in the training dataset as compared to the testing dataset. Moreover, there are some new U2R attacks in the testing dataset that never appeared in the training dataset. As a result, these types of attacks are not fully trained by different classifiers which results in a misclassification.

Furthermore, the recall for R2L while using CNN is just 0.02. This also results in a very low value for the F-measure (0.05). The auto-encoder is able to detect 61% of the R2L attacks and have an F-measure of 0.75. Lastly, RNN is able to detect all of the R2L attacks and has an F-measure of 1.00.

Overall, our results show that the proposed RNN achieved the best performance results on the NSL-KDD datasets. Table 1-3 also include the average results for all the classes. This shows that the RNN is able to learn the data distribution and the inherent structure in the data. Table 4 shows that RNN has higher accuracy as compared to CNN and Auto-encoder. The proposed RNN performed the best, reaching accuracies of 0.94 on the NSL-KDD while Auto-encoder achieves 0.91 and CNN is able to achieve 0.74.

### IV.IV Comparative Analysis

In order to assess the effectiveness of the proposed approaches, we compare them with different machine learning algorithms. The comparison was performed with SVM, J48, Random forest, Logistic regression, and Auto-encoder as depicted in Table 5. These algorithms are considered because of their better performance among the state-of-the-art. One can observe that the RNN outperforms all the other methods for training as well as the testing phases. The performance of Auto-encoder on the training data is also very good. However, the testing accuracy of Auto-encoder is slightly lower than that of RNN.

J48 got the lowest performance among all the classifiers. Similarly, other than RNN, Random forest was able to achieve the best performance. Lastly, the RNN performs better as compared to all of the classical algorithms getting an accuracy of 0.94.

### Table 5. Training and Testing Accuracy for Different Machine Learning Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Training accuracy</th>
<th>Testing accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.822</td>
<td>0.726</td>
</tr>
<tr>
<td>J48</td>
<td>0.801</td>
<td>0.714</td>
</tr>
<tr>
<td>SVM</td>
<td>0.944</td>
<td>0.735</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.968</td>
<td>0.758</td>
</tr>
<tr>
<td>Auto-encoder</td>
<td>0.999</td>
<td>0.913</td>
</tr>
<tr>
<td>RNN</td>
<td>0.999</td>
<td>0.94</td>
</tr>
</tbody>
</table>

### V. CONCLUSION

In this paper, several deep learning-based frameworks for intrusion detection have been presented. The DL configurations are constructed from Auto-encoders, RNN and CNN networks based on the NSL-KDD dataset. The classification problem is modeled as a five-class problem. The results show that the RNN-based deep learning approach achieves very high accuracy for both the training as well as the test phases. RNN performs better than other approaches with an accuracy of 0.99 for training and 0.94 for the test phase. The proposed models could be further improved by using real-time network traffic.
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