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Abstract
During the past three decades, a number of moving objects’ detection, classification and tracking methods have been reported in the literature. This paper presents a review of object motion detection, classification and tracking algorithms related to video analysis in computer vision. It also presents the studies pertaining to vehicle motion detection, classification, and tracking. Furthermore, the major strengths and weaknesses of these systems are reviewed. In general, detection, classification, and tracking are considered distinct areas of research. Nonetheless, for moving objects’ tracking purposes, the detection of movement and classification of candidate objects are essential in most cases.
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I. INTRODUCTION
The past decade has been attracted much attention on the three key tasks for image understanding, which are the object motion detection, classification, and tracking. The automat moving object detection is a critically low-level task for many video analysis and tracking applications. A largely when practically applied for a large scale aerial imagery. In [1] [2] [3] automat Moving pixels processed for various purposes, which is including urban traffic monitoring, the object classification [4], registration and tracking [5] [6] [7]. Nowadays, in the field of computer vision, the multiple objects
tracking on an image plays a very important role. The object tracking has many applications in computer vision, such as video surveillance, visual interface, medicine, augmented reality man, computer management, robotics, and video compression. The fast action movements of objects will be able to change shapes directly, unstructured structures of objects, scenes and cameras have problem tracking objects. Moreover, the tracking is frequently performed in the context of the main program that needs the location and shape of the object in each frame. In [8] [9], they proposed a new robust moving object detection method used for both fixed and moving camera captured video sequences, which used by the Markov Random Field (MRF), that to get the label of the field fusion. In [10], they proposed a work using a MRF model that used to detect moving vehicles in diverse weather condition, however, the proposed work is limited, because it is only applicable to grayscale videos, to handle the spatial ambiguities of gray values. In [11], the authors proposed a new region matching used a motion estimation approach, which is used to achieve moving object detection and tracking from video captured by a moving camera. Furthermore, the fuzzy edge strength of every pixel location is included in the MRF modeling, which preserves the object boundary for segmentation. However, the spatial segmentation problem is solved using the MAP estimation principle. To find the moving objects in subsequent frames they are a used region based estimation, where v2 test based local histogram corresponding is used to detect the moving object, in order to reduce search complexity. The computational cost of this method is too high, limiting it to specific offline applications. Furthermore, this method does not give a good result especially when shadows or occlusion are present. In [12] proposed a new method for the detection of moving objects for video captured by a moving camera. In this method, feature points are first detected using a Harris corner detector, after that the method will optical flow is used for feature matching for two consecutive frames. Moreover, these feature points are classified as belonging to background or foreground features with the support of multiple view geometry. Furthermore, the foregrounds regions are getting based on the foreground feature points, and the image variation is calculated using affine transformation depend on the background feature points. Moving object regions are gained using the merging the foreground regions and image difference. Finally, the moving objects are detected based on the history of the motion and the continuous motion contours and refinement schemes. This method is useful for real-time applications and requires no additional sensors. However, this method works very well only for the detection of slow motion moving objects. The current study, they propose a method for moving object detection and tracking from video captured through a moving camera without extra sensors. However, the authors in this paper present a new modified and extended version of the above work [12], to greatly increase the performance. The proposed method can be useful for real-time applications and works well for the detection of fast moving objects. As well as, the feature points in the frames are detected using the modified Harris corner detector proposed by [13], after that the further classified as belonging to the foreground or background features with feature matching based on optical flow and the assistance of multiple-view geometry [12].
This paper presents the significant proposed algorithms related to the current study and compares it in terms of its capabilities, limitations, advantages, and disadvantages. Section II, discusses the motion detection algorithms, Section III, explains the classification algorithms and Section IV, presents the object tracking algorithms. Finally, at the end of the paper will provide the interesting findings of the review.

II. MOTION DETECTION

The object detection is the key technique in the field of intelligent transportation, a rich body of scholarly work exists on the subject. In this field, the targets frequently include cars or traffic signs; such targets are generally accompanied by rich prior information, which can be utilized to enhance the accuracy of target tracking (for example, car shape and group behavior are used to distinguish and predict the cars), and spatial and scale prior is used to improve the detection performance of traffic signs [14] [15].

Motion detection using optical flow refers to obtaining flow field velocities for two sequential images to indicate the differential brightness changes between the two frames. Optical flow is considered in this paper to be most suitable for detecting motion in aerial videos in comparison to other detection techniques such as background subtracting based on its accuracy for estimating motion in outdoor non-fixed cameras [16]. Moreover, the Horn and Schunck in [17] method was indicated to have the ability to produce better results than Lucas and Kanade in [18] method for the purpose of analyzing aerial videos and estimating motion in their frames. For the rest of this section, a literature review of different approached founded initially on Horn and Schunck and/or Lucas and Kanade methods will attempt to establish such hypotheses through surveying different possible applications, exploitations, and enhancements on optical flow motion detection methods in general and on the Horn and Schunck method in specific. Several algorithms have been proposed in optical flow field to detect motion in different scenarios [19] [20] [21] [22] [23]. In [21] optical flow was used with indoor stationary cameras to detect moving objects such as vehicle and human from video stream depending on the observed brightness and nearby points in the image. This technique was implemented in motion detection software that can determine the motion region, count motion level, and count object numbers. However, there are limitations in highlighting specific regions of moving objects when there are changes in velocity smoothness and brightness.

For fixed cameras, a combined motion segmentation and optical flow algorithm for moving object tracking were found in [19]. Nonetheless, optical flow was only calculated on pixel level using motion segmentation to ensure that no comparisons were made between background-foreground regions. In [24], the optical flow is calculated in silhouette regions using 2-way ANOVA and object segmentation is used to minimize the effect of brightness change. In [25] proposed detecting abnormal motions in crowd monitoring scenes using Horn and Schunck method in video streams. A detection and tracking method for outdoor scenes by applying line...
computed by gradient-based optical flow and edge detector was proposed in [22]. The edge-based feature has robust performance and is insensitive to illumination changes. For free-moving cameras, motion clustering and classification were used to detect the moving objects in [20]. Fusion Horn and Schunck method in [19] were proposed for aerial colored images using least squares to estimate the flow field of each color plane and then fuse all distinct fields into one field. Lucas and Kanade optical flow method were used in [26] and were combined with stereo camera in [27] [28] for UAVs to navigate urban environments in a reactive way by performing a control oriented fusion. In the reviewed literature, Lucas and Kanade method was more suitable and provided effective results when the flow was presumed to be constant in local neighborhood of the pixel under consideration in [29] [30], where the method’s equation is solved for all pixels in the local neighborhood by least squares criterion [27] [31]. While Horn and Schunck method was more effective for scenarios with the smooth flow over the entire frame, i.e. motion of objects is not restricted to a certain neighborhood [32] [33]. Furthermore, many researchers have attempted to apply hybrid approaches for motion detection, which uses a combination of two or more different methods including optical flow to solve the motion detection problems. Nine optical flow computation techniques were studied and evaluated in [27], and eight of the classical optical flow algorithms and were compared and their performance on complex scenes was objectively evaluated in [33]. A hybrid algorithm of the optical flow field and the temporal difference method was proposed by [34] to detect the motion object area. The method uses the temporal difference to calculate the difference between two or three consecutive frames, low pass filter and edge detection of moving objects were used to filter the differential image. However, the optical flow method implemented the Horn and Schunck algorithm which is used to compute the velocity from a spatiotemporal derivative of image intensity. Though the combination of temporal difference and optical flow in [34] was indicated to be suitable and effective for objects moving within stationary camera video, in moving cameras the combination does not produce effective results.

In this paper, the authors discussed the most of the motion detection algorithms. The simplest ones mostly use a thresholding operation on the intensity difference, for instance, the difference between consecutive video frames or the difference between the current and background frames. Depend on these basic algorithms often yield a poor performance in [35]. To develop the performance, other proposed methods employ probabilistic models in [36] [37] and statistical tests in [38] [39]. However, the statistical tests and probabilistic models are used in the model to extract the background. The performance of these detection algorithms would be largely influenced by the choice of threshold. Higher performance can hypothetically be obtained by adaptively modifying threshold value. In [35] a several threshold adaptation methods have been proposed. The most successful algorithms of detection are those which exploit frame differencing and modeling of change labels using Markov Random Field (MRF) in Bayesian framework [39]. In [40], they proposed an algorithm for the detection of moving objects, using the structure of adaptive noise annulment. The detection algorithm in the proposed work is incorporated with Bayesian Markov random field (MRF) algorithm, due to enhancing the performance
in terms of the shape continuity of the detected objects. However, the main benefits of the remove the background and correlation pixels on the successive frames. What is left at the output would be an approximation of moving areas. The shape of moving objects is then improved using Bayesian algorithm [39]. The algorithm appears to be very well-organized and effective in eliminating noise, illumination variations, shadows, and repeated motions in the background.

In [41] the authors developed new tools to speed up the dramatic change of detection of low-end laptop webcam stuff with exact hardware for processing high-speed images. The 1st algorithm is fast and ensures the 2nd algorithm edge of the object found more clearly at the expense of slow image processing. The proposed method developed to enhance and reduce the waiting time of the objects more than 45.5% and with less memory usage by about 14% while keeping the same accuracy. In [100] the authors proposed an enhanced framework for detecting vehicles in aeronautical surveillance using the Dynamic Bayesian Network (DBN) and found that this method has flexibility and good generalization capabilities. In [42] the authors proposed a new visibility model depend of on the second derivative to spatial tracking model, predict the objects and tangential weighted function due to track several objects at the same time. Furthermore, the tracking of multiple objects in low-resolution videos is not possible. In [43] the author’s discussed more deeply about the Speeded Up Robust Features (SURF), which is the most significant optimization of Scale Invariant Feature Transform (SIFT). However, the computational time for SURF remains large in the actual testing process. In [15] the author’s discussed the Oriented FAST and Rotated Binary Robust Independent Elementary Features (ORB) algorithm, the algorithm was below an outdoor environment for the feature extraction. Local Difference Binary (LDB) used for feature binary descriptors, and K-nearest Neighbor (KNN) to match the image descriptors [44]. Furthermore, the ORB called as BRIEF, which is based on the BRIEF algorithm by extracting local invariant features [45]. BRIEF computing is fast, other than is sensitive to noise and it has no rotational invariance. Moreover, ORB designed to solves these two major disadvantages above of the BRIEF algorithm. The ORB started to detect corners using the Harris method after that utilizes the intensity centroid to calculate the direction of rotation [46]. The authors of this paper proposed a system which can calculate the quantity and characteristics of traffic in the real-time based on three modules, segmentation, vehicle counting, and classification. The main idea of the proposed system is developing a feature based counting system for vehicle detection and recognition under the conditions, which shows a challenge in recent systems, for example, illumination conditions and occlusions [47].

III. NON PROBABILISTIC CLASSIFICATION METHODS

The majority of object classification researches for vehicle classification found in the literature related to the category of non-probabilistic techniques based on historical reasons where such methods have always provided an easier implementation with decent estimations [48] [49]. Furthermore, non-probabilistic methods do support the
objectives to be achieved in this paper. Hence, only non-probabilistic classifiers will be described in this section and the reference classifier for the rest of this research will point only to non-probabilistic methods. The major classifiers in computer vision include Fisher’s Linear Discriminant, Quadratic Discriminant Analysis, Nearest Neighbor, K-Nearest Neighbor, Support Vector Machines, Ensemble Methods, Neural Network, Decision Tree and Adaboost Classifiers [50]. At their core, these algorithms are not directly equivalent to each other where they optimize different objective functions. In general, classification in computer vision is the process of assigning corresponding levels to the examined data with regards to categories of uniform characteristics. The corresponding levels are called classes and the classification will be carried out based on spectrally defined features in the feature space and thereby segments the feature space into distinct classes founded on a decision rule technique. The classification process follows a set of standard iterations which enables the classifier to recognize the class, which an object belongs to and therefore the process is also known as part of pattern recognition methods. The first step is to clearly define the classes based on the characteristics and objectives of the frame’s data. The following step is to distinctively select the features which belong to each class having that there is no overlapping between classes. The third step is determining the most fitting decision rule by sampling the training data. Thereafter, the classifier should be selected based on the training set data to select the best classification technique by comparing the techniques according to the training data, common techniques include minimum distance classifier, maximum likelihood classifier, multi-level slice classifier, fuzzy set theory and expert systems. The fifth step is to carry out the classification process by assigning pixels in the segmented area to classes depending on the decision rule. The last step is post-classification through results verification in order to maintain the classification reliability and accuracy [51]. The recognition and classification in this case, is categorized into two main methods. Namely, shape-based methods are extracted, classified, where the features of the detected objects (i.e. pixels’ characteristics). Furthermore, the motion-based methods are pattern recognition, where the pattern recognition, in this case, extracts the patterns of the object’s motion rather than the object itself [52]. Among popular classifiers is the artificial neural networks classifier known as the Multi-Layer Perceptron (MLP). MLP is a feed-forward model which correlates an input data to its relevant outputs to create a directed graph. The MLP graph has several layers. Each layer consists of a set of nodes and is fully linked to the next layer [53]. The Fisher’s linear discriminant classifier is a derived quantity used to solve binary classification problems where the classification of any object or event is set to belong to one of two classes {-1,1}, the classes are distributed differently in the feature space through a class separation algorithm and it has a low computational complexity [54]. The Adaptive boosting (AdaBoost) is a method of enhancing the classification process.

When object instances are classified and weighted by a certain classifier; instances with the lowest weights are considered classified with low accuracy and hence as misclassified. The AdaBoost algorithm then generates a new classifier that updates the weights distribution by increasing the misclassified instances’ weights and decreasing the weight of instances with high weights. This process of machine
learning continues until obtaining an optimal classifier final model. Adaboost can be utilized with numerous learning algorithms to enhance classifications. Due to the AdaBoost processing mechanism; it is considered weak with outlier and noise data and also performs better with classifiers with low error rate to minimize the search for an optimal final model [55]. Nearest neighbor (1-nearest neighbor) is a non-parametric simple method that selects metric measures and uses all the training data for classification which develops a high computational complexity but may use some acceleration methods to enhance performance. The K-Nearest Neighbor, on the other hand, provides more robust classification and could provide good performance for arbitrary class-conditional probability density functions. However, it generally has high computational complexity and the K value must be set using validation methods [50]. Another classifier is based on the Support Vector Machine (SVM) which depends on the structured risk minimization principle to formulate a statistical learning model [56]. A basic SVM classifier predicts for an input data the appropriate class of two possible classes. The prediction is carried out by producing a kernelized classifier that depends sparsely on the data. SVM has been proved to be successful and efficient in several pattern recognition applications [16]. It has the advantage that its objective function is convex, whereas the objective function in relevance vector classification is non-convex and only guarantees to converge to a local minimum while in binary classification cases, SVM aims at locating a maximum margin hyperplane that best separates the instances [56] [57].

SVM does not assign certainty to its class predictions and is not so easily extended to the multi-class case. However, the multi-class classification task can be decomposed into a series of two class problems [58], wherein vehicle classification from surveillance imagery, only two classes originally exist (vehicle or non-vehicle) if all vehicle types and models were regarded only as "Vehicle". For classification certainty, due to the nature of the target objects which include a variety of models and shapes of vehicles; an exact match is hardly ever obtained and therefore certainty could never be a 100%. That is why the training set should emerge from an up-to-date local database holding as much as possible different views of probable vehicles to increase matching certainty. By employing the margin maximization theory [57] [58], training points residing on the margin between classes are exploited by SVM to maximize the margins between classes to create a sparse model that clearly classifies object instances. SVM is broadly used for the classification of objects in low-quality, grayscale and/or aerial videos due to the satisfactory results compared with its relatively low computational complexity [59] [25]. Hence, SVM will be utilized as the classification method for the current study. The following section provides reviews of SVM applications in similar studies.

In recent classification literature, SVM is regarded as a robust, accurate and effective pattern recognition and classification technique [58]. SVM has been significantly utilized in aerial motion detection and tracking systems [59] [60]. In [59] Dynamic Bayesian Networks are combined with SVM to detect and classify vehicles in colored aerial videos. Local-features are extracted based on the Canny edge detection and Harris corner detection methods and color-based features are extracted based on color
model separating vehicle colors from non-vehicle colors by transforming the (RGB) color components into a vector. In [60] utilizes the HOG feature to classify vehicles in linear SVM method combined with an AdaBoost method for aerial images due to its insensitivity to illumination change and scene complexity. The approach boosts the HOG feature by reducing the feature vector dimensionality in order to decrease the computational complexity. In [25] employ a multi-class SVM classifier with compressed sensor measurements as features where each frame is expressed as a measurement vector and its dimensionality is reduced (compressed) for better performance. A hyperplane is used in [61] to classify objects in aerial images via SVM to separate shape-based features (geometric characteristics) through linear and non-linear equations to map the feature vectors to a higher dimensional Euclidean space. In general, SVM is capable of using several object features to classify an object [62] such as, edge-based features (gradient matching) [63], Local shape-based features (Eigenvalues) [52], Region-based features (intensity) [31] Texture-based features (local binary pattern). Suitable feature selection is an important task for generalization performance optimization, minimizing running time requirements, reducing the error rate and increasing confidence level and addressing the constraints and interpretational issues imposed by the recognition purpose itself [57] [58]. Each image could produce different features depending on its properties (color or grayscale) and depending on the object type required to be classified (e.g. vehicles, humans, etc.). Edge features represent image points with sharp brightness values and resemble a discontinuity measure separating an object area from the surrounding area. Major edge detector utilizes the Canny, Canny-Deriche, Differential, Sobel, Prewitt or Roberts-Cross methods for detecting this discontinuity [64]. Corner detection methods identify the intersection between two edges (two objects’ boundaries) based on the local neighborhood of the point. Corner detection methods include the Harris operator, Shi and Tomasi, Level curve curvature, Smallest Univalve Segment Assimilating Nucleus (SUSAN) and the First corner based on Accelerated Segment Test (F-AST) methods [100]. Hough transform identifies positions of arbitrary shapes in an image like an elliptical. Finally, blob detection targets regions differing in their properties, such as brightness or color, from other areas surrounding those regions. Major blob detection methods are Laplacian of Gaussian (LoG), Difference of Gaussians (DoG), Determinant of Hessian (DoH), Maximally Stable External Regions (MSER) and Principal Curvature-Based Region (PCBR) methods. For any of the given features, the feature description is the format representation of the feature and the feature vector. The common feature descriptors in computer vision are Scale-invariant feature transform (SIFT) [65], Speeded Up Robust Features (SURF), Gradient Location and Orientation Histogram (GLOH) and Histogram of Oriented Gradients (HOG) [66]. The extracted features of an object may be used for classification as well as tracking purposes. The following section depicts the review of tracking methods in computer vision [101].

After locating the moving object, the next step is to identify the object. To do this first the feature extraction techniques are applied on to the localized object. Speeded Up Robust Features (SURF) is a local feature detector that used for tasks, such as, registration, object recognition, 3D reconstruction, and classification. It is partly
inspired by the Scale Invariant Feature Transform (SIFT) descriptor. The typical version of Speeded-up Robust Features is numerous times faster than Scale Invariant Feature Transform and claimed by its authors to be more robust against diverse image transformations than SIFT. The SURF is used to locate and recognize objects, faces, to make 3D scenes, as well as to track objects and to extract points of interest [67]. The Histogram of Oriented Gradients (HOG) is a feature descriptor used in image processing and computer vision designed for the purpose of object detection, which is used to calculate the occurrences of gradient orientation in localized portions of the original image [68] [69]. Enhanced Local Vector Pattern (ELVP) is a novel vector representation developed to represent the structure information of local texture and 1D direction and the adjacent pixels with diverse distances from diverse directions. Depend on the vector representation, the Local Vector Pattern( LVP) is proposed to present different 2D spatial structures of micropatterns with different pairwise directions of the vector of its neighborhoods and the reference pixel.

Genetic Algorithm (GA) is used for finding optimal features from the ELVP, SURF, and HOG. The optimal solution can be developed using a population of strings, which is called the genotype of the genome, and by encoding candidate solutions, which is called phenotypes, due to an optimization problem. The optimal solutions are represented in binary as strings of 0s and 1s. The evolution regularly begins from a population of randomly generated individuals and happens in generations. In every generation, the fitness of every individual in the population is evaluated. Several individuals are selected from the current population, which is based on their fitness, and modified recombined and possibly randomly mutated, which is to form a new population. The new population is used in the next new iteration of the algorithm. The algorithm terminates when either a maximum number of generations has been produced or can say the satisfactory fitness level has been reached for the maximum population. Moreover, if the algorithm has terminated due to the greatest number of generations, a satisfactory solution may not have been achieving the optimal solution. Genetic Algorithm (GA) proceeds to initialize a population of solutions randomly after that improves it through repetitive application of the mutation, crossover, and inversion and selection operators [69] [70].

IV. OBJECT TRACKING
The human tracking is one of the main topics in intelligent video surveillance systems. By tracking human in the videos, it is possible to collect their trajectories for high-level analytics and applications, for example, human counting, people flow estimation, criminal tracking, and so on. The object tracking in computer vision can be defined as depicting the movement path for a moving object in a frame sequence [71]. Tracking follows the methods of detecting and recognizing moving objects in order to be aware of the tracked object [72]. Once a moving object is detected, tracking holds the responsibility of identifying the objects’ path in the subsequent frames through path alignment or prediction techniques or by simply indicating its location and direction of movement in each slide. Advanced tracking techniques
require ensuring that each object is correlated properly with the same object in the following frames and therefore calls for identifying each object by a set of characteristics for making certain tracking. Once an object is detected and classified as a vehicle, the following phase includes tracking this object. Tracking is the process of estimating the motion parameters and locations of the object starting from the first frame (initialization position) and for the subsequent frames [73]. A tracking method typically consists of three major components, namely Object Representation, Dynamic Model and Search Mechanism. Object’s appearance is affected by several factors with respect to the environment model i.e. the dataset characteristics. Object representation determines the most suitable function to search for a target object in a frame e.g. representing the object as a region of connected pixels in the frame. Moreover, advanced adaptive representation schemes could be used based on generative or discriminative formulations. Since the representation could differ slightly between frames; a Dynamic Model should be provided by predefining the model or by allowing the system to learn it from a training data. The purpose of the Dynamic Model is to reduce the search space and computational load in each processed frame by predicting possible target states for the object [74]. Object tracking for a mobile robot traveling in crowded urban environments, building on the previously proposed Deep Tracking framework [75] [76].

Several algorithms were found in the literature to propose advances in object tracking. Target objects can be represented at fixed views by learning a subspace model offline [77] [78] [79]. Online Expectation Maximization (EM) with a Gaussian mixture model is proposed to handle target appearance variations during tracking [80]. Fragment-based appearance model [81] and template-based method [82] were proposed to overcome image noise, pose change and partial occlusion problems [81] [83]. From another point of view, discriminative methods handle object tracking as a binary classification problem by recognizing target regions as separated regions from the background. Support vector machine classifiers are enhanced with optical flow through Gaussian Pyramid to create a Support Vector Tracking (SVT) [84]. Color features [85] online boosting and multiple-instance learning (MIL) [86] enhance the tracking through its rich information. Furthermore, the underlying structure in unlabeled sampled data could be exploited to select positive and negative samples for update [87]. Moreover, several criterions, parameters, and features were found in use in the object tracking literature (e.g. success rate and center location error) for performance evaluation [30] [88] [89]. A major limitation in the reviewed literature is the use of limited sequences of frames [90], and therefore, there are not any clear distinctions between which algorithms are most suitable for certain applications. However, it depends mainly on understanding the behavior and restrictions of the target objects like humans or vehicle as well as the camera in terms of location and capabilities like cameras mounted on aerial vehicles [91].

In [92] the authors proposed most significant algorithms, which is related to the Object Tracking, and those algorithm allowing a robust and accurate detection of moving objects for a small-cost in memory expenditure and computational complexity, that allow the user to use normal cameras and computers instead of
expensive and high-performance computers. Although the set faces are used to delays especially in vision process box and connections (LAN). The authors in this paper discussed the existing target tracking algorithms, which can be roughly divided into three categories [93]. Firstly, the Point tracking detects a target in consecutive frames using a point representation, the points are associated based on the earlier state of the target object, which can include both object motion and object position. A Kalman particle filter is a representative type of point tracking method, which is used to estimate the state of a linear or non-linear system and update it to achieve target tracking. As well as, kalman particle filter normally defined as a comparison between a target and its template [94] [95]. Secondly, the kernel-based tracking is achieved by computing the motion of a kernel across consecutive frames, which mean shift method is a typical kernel tracking method that maximizes the appearance similarity of a largest in successive frames iteratively by comparing the object features and features in a window around the next hypothesized object location, which can be considered as the kernel [96]. Finally, the silhouette based object tracker is used to find the object region in each frame by an object model produced from the earlier frames. The shape matching is an ordinary approach used in silhouette-based object tracking methods. Shape-matching is presented by computing the similarity of an object with a model generated from the hypothesized silhouette of an object based on previous frames [97].

In [68] the authors proposed a Deformable Multiple Kernel (DMK) tracking algorithms takes, which efficiently combine the Deformable Part Model (DPM) into the multiple kernel tracking. On the other hand, the Multiple Kernels search the for the local optimal based on color and deformable part model (DPM) information, and kernels are bound with each other, owing to the deformation costs. However, the advantage of the proposed work of not only low computation owing to the kernel-based tracking, but also robustness of the deformable part model (DPM) detector, as a result as to successfully track objects more accurately. In [98] the authors proposed an approach to perform the object tracking for a mobile robot traveling in crowded urban environments, building on the previously proposed Deep Tracking framework [75] [76]. However, unlike classical techniques, which employ a multi-stage pipeline, the method is learned end to end with limited architectural choices. Furthermore, through the employing a spatial transformer module, the model is able to exploit noisy estimates of visual ego-motion as a proxy for true vehicle motion. The results show that the method achieves favorably to deep tracking in terms of accurately predicting future states, and demonstrate that the model can capture the location and motion of cars, buses, cyclists, and pedestrians, even when incomplete occlusion. In [99] the authors proposed a deep learning based approach for robust outdoor vehicle tracking. The proposed approach firstly, a stacked denoising autoencoder is pre-trained to learn the feature representation way of images. After that, the k-sparse constraint is added to the stacked denoising auto-encoder and the encoder of k-sparse Stacked Denoising Auto Encoder (kSSDAE). The kSSDAE is attached with a classification layer to build a classification Neural Network (NN). Moreover, after fine-tuning, the classification NN is applied to online tracking under particle filter framework. The wide tracking experiments are conducted on a challenging single object online tracking evaluation
platform benchmark to verify the effectiveness of our tracker. The results show that the tracker outperforms most state-of-the-art trackers.

V. CONCLUSIONS AND DISCUSSIONS

To this end, this paper focuses on reviewing recent algorithms in the video analysis field Object Motion Detection, Classification and Tracking Algorithms Related to Video Analysis in Computer Vision [101]. Through the review, various algorithms and approaches have been discussed. Each of the techniques has its advantages and disadvantages with respect to the application objectives [85]. In optical flow motion detection techniques, several approaches, which utilized Horn-Schunck or Lucas-Kanade methods, were reviewed in order to justify the precedence of Horn-Schunck for vehicle detection in aerial videos. The advantages of Horn and Schunck method over Lucas and Kanade were depicted to be based on the scenarios having that Horn and Schunck method is more effective for scenarios with smooth flow over the entire frame (global constraints) i.e. motion of objects are not restricted to a certain neighborhood [32] [33], while Lucas and Kanade is more efficient for scenarios with local constraints [29] [30]. The classification of non-probabilistic methods was exemplified and literature for classifiers in each technique was reviewed in terms of multi-class handling, computational complexity and possible features to be included for classification were explicated [30]. Moreover, the significance of SVM classifiers and different applications and features were indicated in the literature based on choosing SVM as the most suitable classifier for the research at hand, because SVM employs the margin maximization theory to create a sparse model that clearly classifies object instances and having that basic limitation of SVM were found possible to be overcome for the target application. The literature also reviews related work in tracking moving objects from aerial surveillance using a variety of methods and thereby indicated that the tracking method could be designed based on the features used in the detection and classification methods like the centroid tracking which depends on detecting the object region in the frame.
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