
International Journal of Electronic and Electrical Engineering. 
ISSN 0974-2174, Volume 7, Number 5 (2014), pp. 491-496 
© International Research Publication House 
http://www.irphouse.com 

 
 

Fractional Order Digital Differentiator with  
Linear Phase and Low Absolute Error 

 
 

Narendra Kumar1 and D.K. Upadhyay2 

 

1 M.Tech, Dept. of Electronics of Communication Engineering, Netaji Subhas Institute 
of Technology, Sector-3, Dwarka, New Delhi 110075, India 

2Dept. of Electronics of Communication Engineering, Netaji Subhas Institute of 
Technology, Sector-3, Dwarka, New Delhi 110075, India 

 
 

Abstract 
 
This paper is an attempt to design a fractional order digital 
differentiator sr where r is a real number, using indirect discretization 
scheme having very low absolute error and linear phase characteristics. 
Rational approximation of sr is done in Laplace domain using 
continued fraction expansion(CFE), to discretize the approximated 
function (i.e s to z transformation) digital differentiator designed using 
Genetic Algorithm (GA) optimization method, is used as an operator. 
The discretized approximated fractional order digital differentiator is 
minimum phase, stable and outperforms all the existing fractional 
order digital differentiator both in magnitude and phase response. 
The simulation results are obtained using MATLAB scripts and the 
result are in close conformity with the ideal response in continuous 
time as the absolute error plot shows error less than -50db while ω < 
0.8π and less than -35db when ω > 0.8π 
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1. Introduction 
Fractional calculus was introduced by Leibniz in 1695 around 300 [1] years ago but its 
application studied relatively little. Applying it to Dynamic/Automatic control system 
is recent interest due to wide spread of industrial use of controllers. A small 
improvement could have relevant impact on the industry. Earlier integer order model 
are in practice, our main objective to obtain Fractional-order controller (FOC) is to 
enhance system control performance. 
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For example in CRONE [2,3] controller the major ingredients are fractional order 
derivatives, CRONE being the French acronym of “Commande Robuste d’Ordre Non 
Entier” which means Robust Control of non-integer order, represent the first 
framework for non-integer order systems application in the automatic control area . 

PIλDµ [4] is another example of fractional order controllers here λ and µ are real 
number, where PID controllers are integer order model, taking λ=1 and µ=1 in PIλDµ 
controller we get PID controller. 

Fractional order derivatives and integrators have wide range of applications apart 
from FOC such as: transmission line theory, chemical analysis of aqueous solutions, 
design of heat-flux meters, rheology of soils, growth of intergranular grooves on metal 
surfaces, quantum mechanical calculations, and dissemination of atmospheric 
pollutants.  

Fractional derivatives provide an excellent instrument for the description of 
memory and hereditary properties of various materials and processes. This is the main 
advantage of fractional derivatives in comparison with classical integer-order models, 
in which such effects are in fact neglected. The advantages of fractional derivatives 
become apparent in modelling mechanical [5] and electrical properties of real 
materials, as well as in the description of rheological properties of rocks, and in many 
other fields. 

All these fractional order controllers are infinite dimensional filters, for the band 
limited implementation of FOD’s and FOI’s finite dimensional approximation of the 
same is to be done with in the desired range of frequencies  

The paper is about approximating the value of ݏ±, +ܽ for differentiator and -ܽ for 
integrator and the value of ′ܽ′ varies from 0 to 1. ݏ is the Laplacian operator. 
Numerical methods are used for rational approximating the FOD .Power series 
expansion (PSE) [6,7] and Continued fraction expansion (CFE) [8,9] are two popular 
methods for approximating the fractional order function (Section II). ݏ to ݖ 
transformation is done using discretization [10]. Direct and Indirect discretization are 
two methods of discretization, we are using the indirect discretization method Section 
(III). In Indirect discretization first the rational approximation in ݏ domain takes place 
then discretization is done, where as in Direct discretization first discretization of the 
fractional order differentiator is done then the rational approximation in ݖ domain 
takes place. Section (IV) shows the simulation results and Section (V) concludes the 
paper. 

 
2. Rational Approximation 
There are two approaches PSE and CFE, we are using CFE based indirect 
discretization. PSE leads to approximation in the form of polynomials, that the 
approximated fractional operator is in the form of FIR filter, which have only zeors.  

Continued Fraction Expansion (CFE) of the generating function and then the 
approximated fractional operator is in the form of a IIR filter, which has poles and 
zeros. Due to poles in the approximated transfer function it converges more rapidly 
and have wider domain of convergence. 

A.N Khovanskii [11] given CFE for (1 +   as given below(ݔ
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 (1) 
 
Substituting (1 + (ݔ = ݏ in the above CFE expression left hand side becomes ݏ , 

that is the fractional order differentiator . The above series should converge and for 
band limited implementation of fractional order differentiator (FOD) it should be finite 
dimensional, therefore first ten terms of the equation (1) is used. The resultant 
approximated transfer function in ݏ domain is given by 

 

ݏ ∶=  −

ఱ௫ఱାଵହర௫ఱାଷర௫రା଼ହయ௫ఱାସଶయ௫రାଶଶହమ௫ఱା
ସଶయ௫యାଶଵଷమ௫రାଶସ௫ఱାହସమ௫యା

ସଶ௫రାଵଶ௫ఱାଷଷమ௫మାଵଽସ௫యାଷ௫రାଷଶସ௫మା
ଶହଶ௫యାଵହଵଶ௫ାଶ௫మାହ௫ାଷଶସ

ఱ௫ఱିଵହర௫ఱିଷర௫రା଼ହయ௫ఱାସଶయ௫రିଶଶହమ௫ఱା
ସଶయ௫యିଶଵଷమ௫రାଶସ௫ఱିହସమ௫యା

ସଶ௫రିଵଶ௫ఱିଷଷమ௫మାଵଽସ௫యିଷ௫రାଷଶସ௫మି
ଶହଶ௫యାଵହଵଶ௫ିଶ௫మିହ௫ିଷଶସ

  (2) 

In the equation (2) for half order differentiator substituting the value of 
ܽ = 1/2 we get 

:ܪ =  −
ቀభబయవఱయమ ቁ௦ఱାቀభఱఱవమఱయమ ቁ௦రାቀమభఴమవఱభల ቁ௦యାቀభఱఱవమఱభల ቁ௦మାቀఱభవళఱయమ ቁ௦ାవరఱయమ
ିቀవరఱయమ ቁ௦

ఱିቀఱభవళఱయమ ቁ௦రିቀభఱఱవమఱభల ቁ௦యିቀమభఴమవఱభల ቁ௦మିቀభఱఱవమఱయమ ቁ௦ିభబయవఱయమ
  (3) 

For different order we can substitute the value of ܽ, order of the equation remains 
same the coefficient changes. For ܽ = 1/4 the equation becomes  

 

:ଵ/ସܩ =  −
ቀమబఴఴరఱభబమర ቁ௦ఱାቀయవలఴబఱఱభబమర ቁ௦రାቀలలభయరమఱఱభమ ቁ௦యାቀఱఱవఱవళఱఱభమ ቁ௦మାቀమయబరమమఱభబమర ቁ௦ାలఱఴయఱభబమర

ିቀలఱఴయఱభబమర ቁ௦
ఱିቀమయబరమమఱభబమర ቁ௦రିቀఱఱవఱవళఱఱభమ ቁ௦యିቀలలభయరమఱఱభమ ቁ௦మିቀయవలఴబఱఱభబమర ቁ௦ିమబఴఴరఱభబమర

  (4) 

 
3. Discretization of Rationalized Transfer Function 
The rationalized approximated transfer function in the previous section is discretized 
using operators that map ݏ to ݖ transformation, these operators are nothing but 
optimized integer order differentiators. In recent times to many optimization 
algorithms are used namely Linear Programming (LP) [12], Genetic Algorithms (GA) 
[13], Simulated Annealing (SA) [14], Pole Zero (PZ) optimization [15], Partical Swarn 
Optimization (PSO) [19] and many others. 

A differentiator optimized using GA is used as an operator to map ݏ to ݖ 
transformation that has linear phase and magnitude response close to ideal one, 

= ݏ 1/ܶ ௭మି.ସ଼଼ଵ௭ି.ହଵ
.଼ଷଷ(௭మା.ଽଷ଼௭ା.ହଽଶ)  (5) 

 
There are many operators on which significant work has been done such as Al-

Alaoui 2-segment, Al-Alaoui 3-segment, Alaoui 4-segment,Schineder .Before using 
the above operator stability of the operator is to be checked both the poles and zeros 
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should lie inside the unit circle. If any of te pole and zeros lie’s outside the unit circle 
then we have to reflect these poles and zeros inside the unit circle by using the method 
suggested by Steigglitz.K [17] for stability and minimum phase . 

The pole zero plot of the operator is given below 
 

 
Fig. I 

 
All poles and zeros lie inside the unit circle, therefore the operator is stable .For 

discretization the value of ݏ in equation (5) is substituted in (3) gives half order digital 
differentiator with rationalized transfer function of 10th order.  

Gభ
మ
(z): =  −

ଽ.ସହ଼ଵଽ଼ାଵ.ଷଵଶଶାଶଵ଼଼.ଶଵସହସభబାଶଵହ.ଶସଵଵవି
ଵଷସଶ.ଵଶଵళିଷଶଵଶ.ଶଽଵఴା଼ହ.ଽ଼ଷ଼ఱାଶ.ହଵ∗లି

ଶଶ.ଽଷଷయିଷଽଵ.ସଽସହଷଷరା.ହଵଵ଼ଵమ
 

ିଵ.ଵସଵଵସିଵ.଼ଽଽହଷହିଶଷଷହ.ଷସଷଽସభబିଵସଷ଼.ଶଷଶవା
ଶଶଵଽଽ.ଶଽସళାଶହଶ.ଵହହଶଷఴିଽହ.ଵହଶఱି

ସଶ.଼ଵଽସଵଽలାଵସଽ.ସସ଼ଽଶయିଽଷ.ହଵଶరାଶଶ.ହସଵଵ଼మ

  (6) 

 
4. Simulation Results 

 

 
 

Fig. II      Fig. III 
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Fig. IV      Fig. V 

 
All the simulations and performed using MATLAB Figure II is the magnitude 

response of approximated 10th order discrete half order differentiator, the response 
overlaps to the ideal one and outperforms all the existing differentiators. Figure III is 
the phase response and it linear with the frequency. Figure IV is the Absolute error plot 
and compare it’s performance with the Al-Alaoui-2 segment operator. 

 
5. Conclusion 
It is clear from the magnitude, phase and Absolute error plot, the designed 
Upadhyay_naren ½ order differentiator is stable and minimum phase and outperforms 
all the differentiators. Absolute error plot shows error less than -50db while ω < 0.8π 
and less than -35db when ω > 0.8π.  
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