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Abstract

The solar photovoltaic continues to be one of the most exploited renewable
energy resource globally. It is being utilized both on small scale and large
scale applications. In the recent times grid tied solar PV is gaining popularity.
Integration of solar power to the main grid can either bring positive or negative
impacts depending on how they are sized and where they are located. This
paper looks at finding the optimal size and location of solar PV which is a type
1 distributed generation using evolutionary particle swarm optimization (EPSO)
technique. The IEEE 30 bus system is utilized with the objective of reducing
power loss as well as improve voltage profile. This methodology and its associated
results was compared with other algorithms applied by other authors results and
the superiority of this methodology is evident.
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1. INTRODUCTION

Power from solar photovoltaic (PV) can be utilized as distributed generation (DG) when
connected in the distribution system. Distributed generation have many advantages
over centralized power generation such as reduction in power losses, improved voltage
profile, system stability improvement, pollutant emission reduction and relieving
transmission and distribution system congestion. Due to deregulation of power system,
many power companies are investing in small-scale renewable energy resources such as
wind, solar photo-voltaic, micro, mini and small hydros, combined heat and power
(CHPs) and hybrid of these to meet the active power demand (MW) as well as to
earn a profit [1]. The addition of distributed generation (DG) in this case solar PV in
power system offers a number of advantages such as reduces power losses and voltage
improvement in the power system. This improvement will however depend mainly on
how well these units are sized and located within the power system. This is because
integrating DG units especially for large scale installations, may impact the distribution
system negatively if they are not optimally sized and placed. The negative impacts are
for instance excess voltages and over currents that may exceed the line’s thermal limit,
harmonic problems, noticeable voltage flicker and instability of the voltage profile of
some of the customers. In addition, the bi-directional power flows can lead to voltage
profile fluctuation and change the short circuit levels. Negligible effects can be observed
in the network with a low penetration level and serious effects normally results from
sizeable penetration level. Therefore, optimal placement and sizing of DGs is necessary
so as to address these problems and to minimize overall system losses and improve
voltage profiles [1, 2]. Several approaches for optimal placement and sizing of DGs
have been proposed in literature. Conventional mathematical approaches have been
used as shown by [3, 4]. However these methods have been found to display less
robustness especially when solving complex problem because they are based on laws of
classical mathematics [1]. More suitable technique based on nature inspired algorithms
have also been applied by a number of different researchers. Syahrial Shaddiq et al [5]
applied the particle swarm optimization (PSO) technique and [6] compared PSO with
the bat algorithm (BA) and Improved Analytical (lA), [7] and [8] compared a number of
algorithms including PSO, genetic algorithm (GA) and evolutionary programming (EP).
Each of these methods have their own advantages and disadvantages. For example for
the case of PSO determination of the inertia weights to improve convergence has been
a problem. A number of PSO variations are based on the method used in determining
these constants as shown by [9]. PSO however has an advantage over evolutionary
techniques such as GA and EP in the sense that the population search space will always
remain the same throughout unlike the evolutionary techniques where the process of
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mutation and crossover produces new populations leading to more search space and
also less fit solutions might be produced as a result. Hybrid solutions have also been
proposed for example [10] compared PSO with PSO-GA hybrid. This approach is
good however a direct hybrid in this way is simply taking the properties of PSO and
GA both positive and negative. Not always will this lead to the best solution. The
Evolutionary particle swarm optimization (EPSO) addresses the main shortcoming of
PSO by applying the strengths of evolutionary techniques. The inertia weights after
each iteration undergo replication and mutation which are properties of an evolutionary
method to obtain the best solution.

2. POWER FLOW AND OBJECTIVE FUNCTION FORMULATION

2.1 Background on Power Flow

The main objective of the power flow is to determine the steady state conditions of a
power system. It mainly involves finding the power system operating condition based
on a particular of system parameters of a given that the system parameters are known in
advance [11]. Load flow is very importance and usually provide the starting point for
other power system analysis such as transient stability, short circuit (of faults) analysis
and contingency analysis [12, 13]. The power system is modeled by an equivalent
electric circuit which consists of generators, transmission network and distribution
network. Load flow studies provide an appropriate analytical approach to determine
different bus voltages, their phase angles, active and reactive power flows in all the
lines, generators, transformer loadings and load under steady state conditions [14].
Four quantities are associated with each bus which are the voltage magnitude (|V |),
voltage phase angle (δ), real (active) power (P ) and the reactive power (Q) [11].
Depending on the parameters specified in a particular bus the system buses are generally
classified into three types as summarized in table 1.

Table 1: Power system buses classification

Bus Known Parameters Unknown Parameters
Slack |V | and δ P and Q

Generator P and |V | Q and δ
Load P and Q |V | and δ
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2.2 Main Power Flow Equations and Solutions

The load flow Mathematical formulation (known as the power flow equation) as given
by equation 1 [12, 15].

Pi − jQi

V ∗
i

= Vi

n∑
j=0

yij −
n∑

j=1

yijVj j 6= i (1)

The main parameters are obtained from this equation. These resulting equations
are non-linear and must be solved by iterative techniques using numerical (iterative)
methods only [16, 15, 17]. The main iterative methods used in power flow studies are:

1. Gauss Siedel method

2. Newton Raphson method

3. Fast decoupled method.

The Newton Raphson technique is the most successful power flow calculation method
because it has superior convergence characteristics and is less likely to diverge even in
large systems [12, 18, 19]. The active and reactive power at any bus i in a power system
as derived from 1 can be given the the equations 2 and 3. gives:

Pi =
n∑

j=1

|Vi||Vj||Yij| cos (θij − δi + δj) (2)

and;

Qi = −
n∑

j=1

|Vi||Vj||Yij| sin (θij − δi + δj) (3)

2.3 Calculation of Line Flows and Losses

After running load flow by Newton Raphson method, the losses in the system can
be obtained the following simple procedure [12]. Give two busses (i,j) in any power
system, the complex power from bus i to j, Sij can be calculated as:

Sij = ViI
∗
ij (4)

Also the complex power from bus j to i, Sji can be obtained as;

Sji = VjI
∗
ji (5)
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Since these buses are connected through a transmission line, then the power loss in line
i→ j is the algebraic sum of the power flows determined

SLij = Sij + Sji (6)

The total power loss in the whole network can then be determined by the summation of
the losses in all the branches i.e: ∑

SLij (7)

The real part of equation 7 gives the total active power loss while the imaginary part will
give the reactive power loss. Therefore the objective functions for active and reactive
power loss minimization are;

3. EVOLUTIONARY PARTICLE SWARM OPTIMIZATION (EPSO)

3.1 EPSO Background

This is a hybrid algorithm that was developed to gather the best qualities between
PSO and GA [20]. Tuning of the parameters which is the determination of the best
algorithm parameters to give the best solution is the main weakness of the classical
PSO algorithm. Evolutionary PSO tries to addresses this main weakness by ”mutating”
the weight parameters in progression with successive iterations. This is to say that the
weight parameters evolve toward the best values as the algorithm progresses. The EPSO
uses the same particle movement rule as that used to update the particle position in PSO.
The particle will be moving towards its personal best (pBest) which describes the best
solution that it achieved so far by that particle, as well as towards the global best solution
(gBest) which is the best among the individual best solutions of each particle (pBest).
The main difference of the EPSO algorithm is that the gBest position is ”disturbed”
hence the particles are not only aiming for the gBest that has already been found but
also in the region around the gBest. These disturbance means that a better solution than
the already obtained gBest is possible [21]. The EPSO algorithm follows the following
steps after each iteration; [22, 21].

• Replication - each particle is replicated r times.

• Mutation - each particle has its weight parameters (ω, c1 and c2 mutated.

• Reproduction - each mutated particle will generate an offspring through the
process of recombination, according to the particle movement rule.

• Evaluation - each offspring has its fitness evaluated.
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• Selection - by stochastic tournament, the best particles survive to form a new
generation, composed of a selected descendant from every individual in the
previous generation

3.2 EPSO Algorithm

Figure 1 shows the flow diagram of the EPSO algorithm showing how the evolutionary
concepts of GA are combined with those of PSO. The following steps were followed:
Step 1: Initialization of particles and constants:
Initialize N particles to represent Xi,k where i = 1 ,2, 3 , . . . . , N. Other parameters
that are initialized include the weights (ωi, ci), mutation weights (τω, τci), slight noise
disturb (τgBest) and the probability of choosing the best particle during selection step
constant pluck.
Step 2: Definition of objective function, pBest and gBest:
Each of these initialized particles is stored as pBesti and its associated fitness is labelled
as FpBesti. The best fitness value and the corresponding particle will be stored as
gBest and FgBest respectively.
Step 3: Setting the initial iteration counter: i.e. set k = 1.
Step 4: Performing Replication:
Each of the initialized particles is replicated R times. Therefore there will be formed R
new particles as:

Xr
i,k = Xi,k Where r=1, 2 , . . . , R (8)

Step 5: Performing Mutation:
Each particles will have its weights mutated as follows:

ωr
i,k+1 = ωr

i,k + τωN(0, 1)

cri,k+1 = cri,k + τciN(0, 1)
(9)

Step 6: Performing Reproduction:
Each particles together with their replicas will generate offspring in a similar manner as
that of the classical particle swar optimization (PSO) as follows:
For the initial particles;

Vi,k+1 = wi,k ∗ Vi,k + c1,i ∗
(
pBesti −Xi,k

)
+ c2,i ∗

(
pBesti −Xi,k

)
Xi,k+1 = Xi,k + Vi,k+1

(10)

For the replica particles;

V r
i,k+1 = wr

i,k ∗ V r
i,k + cr1,i ∗

(
pBesti −Xr

i,k

)
+ cr2,i ∗

(
pBesti −Xr

i,k

)
Xr

i,k+1 = Xr
i,k + V r

i,k+1

(11)
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Figure 1: Evolutionary Particle Swarm Optimization Flowchart.

Definition for the best so far (global best, gBest) is done by introduction for random
noise disturbance as shown below;

gBestk = gBestk + τgBestN(0, 1) (12)

Step 7: Evaluation:
Here the fitness (objective) function is calculated used both the original (parent) and
the offspring (mutated) particles. The fitness functions obtained are stored as F(i,:) and



52 Roy Orenge, Christopher Maina M. and George N. Nyakoe

Fr(i,:) for the initial and offspring respectively.
Step 8: Updating pBest and gBest:
The fitness functions obtained in step 7 above is used in updating the stored values of
pBestk and gBestk respectively.
Step 9: Selection:
Here a stochastic competition process is undertaken between all the produced offspring
together with their parents. This is done to determine which of them will survive to the
next generation. This stochastic tournament is done as follows:

• The best particle after replication / mutation and the parent (non-mutated)
particles is determined.

• This is the particle that survives to the next generation with a probability of pluck
while the other particles survive with a probability of (1-pluck)/R.

Step 10: Termination criterion test:
If the termination criterion is met then go to step 11 else go to step 4.
Step 11: Ending the Algorithm:
The values obtained after the termination criterion is met are stored as gBest for the
best particle (best size of the SPV) and FgBest as the most optimal solution ( in this
case minimum active power loss, minimum reactive power loss or optimal voltage
magnitudes)

4. TEST SYSTEM RESULTS AND DISCUSSIONS

The Evolutionary particle swarm optimization was used with the aim of ascertaining
the most appropriate size and location of the solar photovoltaic (SPV) in the IEEE 30
bus system Figure 2.
The aim of the optimization was to minimize the total active power loss and improve
the voltage profile in the system. Each of these objectives was carried out separately.
Different possibilities based on the number of optimal locations and their corresponding
sizes were considered. The optimal sizes and locations were different in the case
of active power and reactive power minimization objectives. For active power loss
minimization the optimal bus locations in order of priority were buses 5, 7, 30, 24. The
optimal sizes corresponding active power losses are as shown in table 2.
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Figure 2: IEEE 30 bus system single line diagram

Case Location Size Total Losses % Reduction
Base - - 17.5569 -

One SPV 5 46.8917 11.4827 34.59

Two SPVs
5 24.8002

11.2960 35.70
7 23.5998

Three SPVs
5 17.8793

10.5928 39.677 19.2923
30 18.9022

Four SPVs

5 14.9398

10.3013 41.32
7 14.7411

30 13.8744
24 12.9413

Table 2: Optimal locations and sizes for active power loss reduction
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The distribution of these losses in each branch is as shown in figures 3 and 4.
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Figure 3: Active power loss between branches 1 and 20
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Figure 4: Active power loss between branches 21 and 41

When the objective is changed to reactive power loss reduction the most optimal four
locations are 24, 19, 18, 22 in that order or preference. The optimal sizes and the
corresponding total reactive power loss is summarized in table 3 which the distribution
in each branch is as shown in figures 5 and 6.
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Case Location Size Total Losses % Reduction
Base - - 67.6861 -

One SPV 24 44.8256 46.0699 31.94

Two SPVs
24 23.7016

43.1672 36.22
19 25.3943

Three SPVs
24 21.8163

40.0993 40.7619 19.9410
18 17.6178

Four SPVs

24 13.0379

39.8634 41.11
19 14.9001
18 14.9109
22 14.8027

Table 3: Optimal locations and sizes for reactive power loss reduction
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Figure 5: Reactive power loss for branches 1-19
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Figure 6: Reactive power loss for branches 20-41



56 Roy Orenge, Christopher Maina M. and George N. Nyakoe

The results obtained with 4 units was compared with those of other authors who used the
same system. When the objective was power loss reduction (both active and reactive)
the comparison was as summarized in table 4.

Method
Active Power Loss Reactive Power Loss
MW Reduction MW Reduction

Base Case 17.5569 - 67.6861 -
IPSO [7] 12.1835 30.61 % 45.0811 33.4 %

IPSO-GA [23] 11.6152 33.84 % 44.0708 34.89 %
EPSO (this method) 10.3014 41.32 % 39.8634 41.11 %

Table 4: Power loss reduction case, comparison with other authors

The case of voltage profile improvement as the main objective was also carried out.
Here the selected buses and their priorities was the same as that of active power loss
minimization. The voltage magnitude in each the 30 buses was also compared with that
obtained with IPSO [7] and IPSO-GA [23]. This comparison of voltage profile is as
shown in figure 7.
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Figure 7: Voltage Magnitude - IEEE 30 Bus

In both cases of results presented above it can be seen that the EPSO algorithm performs
best as compared to IPSO and IPSO-GA hybrid. The algorithm is designed to improve
the PSO and GA by taking their strong traits and overcoming the weaknesses of each
of them.
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5. CONCLUSION

In this paper an efficient method of siting and sizing solar PV systems in a power system
was investigated. The evolutionary particle swarm optimization (EPSO) was used in
this paper. The results obtained was compared with that of particle swarm optimization
(IPSO) and GA-IPSO hybrid. The objective function considered were the reduction
of power losses and improvement of the voltage profile. The IEEE 30 bus systems
was used as the test power system in this work. It was applied in different scenarios
with different number of SPVs in the system and the result also compared with other
authors who used same system. In all the considered scenarios also its evident that
EPSO provides the best response. The performance of EPSO is much better than that
of PSO, GA and even that of the GA-PSO hybrid because it only utilizes the strengths
of each and not taking all their individual characteristics. This is because some of these
individual characteristics are actually shortcomings.
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