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Abstract 
 

Over the last four decades, optimal control problem are solved using direct 
and indirect methods. Direct methods are casted in parameterization and 
discretization forms. Parameterizations are based on using polynomials to 
represent the optimal problem. The proposed direct method is based on 
transforming the optimal control problem into a mathematical programming 
problem. A wavelet-based method is used to parameterize the linear quadratic 
optimal control problem. The Chebyshev wavelets functions are used as the 
basis functions. Numerical examples are presented to show the effectiveness 
of the proposed method, and several optimal control problems were solved. 
The simulation results show that the proposed method gives good and 
comparable results. 
 
Keywords: Chebyshev Wavelet, Optimal Control Problem, Time-invariant 
Systems 

 
 
Introduction 
The goal of an optimal controller is determining a control signal such that a specified 
performance index is optimized while satisfying the system equations and other 
constraints. Many different methods have been introduced to solve optimal control 
problem for a system with given state equations. Examples of optimal control 
applications include environment, engineering, economics etc. Optimal control 
problems can be solved by direct and indirect methods. Indirect methods solve the 
optimal control problems using the Riccati equation, Euler-Lagrange, Caley-Hamilton 
methods; however, these methods result in a set of usually complicated differential 
equations [1]. Direct methods use parameterization and discretization of the control 
and the states approximation. Over the last few decades, orthogonal functions have 
been extensively used in obtaining an approximate solution of problems described by 
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differential equations [2] based on converting the differential equations into an 
integral equation through integration. The state and/or control involved in the 
equation are approximated by finite terms of orthogonal series and using an 
operational matrix of integration to eliminate the integral operations. The form of the 
operational matrix of integration depends on the choice of the orthogonal functions 
like Walsh functions, block pulse functions, Laguerre series, Jacobi series, Fourier 
series, Bessel series, Taylor series, shifted Legendry, Chebyshev polynomials, Hermit 
polynomials  and Wavelet functions [3]. 
 This paper proposes a solution to solve the general optimal control problem using 
the parameterization direct method. The Chebyshev wavelets are used as new 
orthogonal polynomials to parameterize the states and control of the time-varying 
linear problem. Then, the cost function can be casted using the parameterized states 
and control. 
 This paper is organized as follow: section 2 talks about the wavelets and scaling 
functions, section3 discusses using Chebyshev wavelets to approximate functions, 
section 4 presents the formulation of problems, section 5 gives numerical examples, 
and section 6 conclude this study. 
 
 

Scaling Functions and Wavelets 
Wavelets constitute a family of functions constructed from dilation and translation of 
a single function called the mother wavelet. When the dilation parameter ܽ and the 
translation parameter ܾ vary continuously [4], the following family of continuous 
wavelets is constructed such as  

Ψ௔,௕ሺݐሻ ൌ |ܽ|ିభ
మΨ ቀ௧ି௕

௔
ቁ , ܽ, ܾ ߳ Թ, ܽ ് 0             (1) 

 
 Chebyshev wavelets ߰௡௠ሺݐሻ ൌ ߰ሺ݇, ݉, ݊,  ;ሻ have four argumentsݐ
  ݇ ൌ 1,2,3, … . ,    ݊ ൌ 1,2,3 , … , 2௞ , ݉ is the order of Chebyshev polynomials and 
t is the normalized time. They are defined on the interval [0,1) by: 

Ψ௡௠ሺݐሻ ൌ ൞
ఈ೘ଶ

ೖ
మ

√గ ௠ܶሺ2௞ାଵݐ െ 2݊ ൅ 1ሻ,   ௡ିଵ
ଶೖ ൑ ൑ ݐ  ௡

ଶೖ

݁ݎ݄݁ݓ݁ݏ݈݁                                                         0   

ൢ  (2) 

 
  ݁ݎ݄݁ݓ

௠ߙ  ൌ ൜√2     ݉ ൌ 0                                      
2   ,    ݉ ൌ 1,2, …                              
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 Here, ௠ܶሺݐሻ are the well−known Chebyshev polynomials of order m, which are 
orthogonal with respect to the weight function ݓሺݐሻ ൌ ଵ

√ଵି௧మ  and satisfy the following 
recursive formula [5]: 
 ଴ܶሺݐሻ ൌ 1 
 ଵܶሺݐሻ ൌ  ,ݐ

௠ܶାଵሺݐሻ ൌ ݐ2 ௠ܶሺݐሻ െ ௠ܶିଵሺݐሻ,    ݉ ൌ 1,2,3, …. (3)  
 
 The set of Chebyshev wavelets are an orthogonal set with respect to the weight 
function  
߱௡ሺݐሻ ൌ ߱ሺ2௞ାଵ ݐ െ 2݊ ൅ 1ሻ                               (4) 
 
 

Function Approximation 
A function f (t) is defined over [0,1) may be expanded as: 
݂ሺݐሻ ൌ ∑ ∑ ௡݂௠߰௡௠ሺݐሻ 

௠ୀ଴
 
௡ୀଵ                                                                          (5) 

 
 ݁ݎ݄݁ݓ
 ௡݂௠ ൌ ሺ݂ሺݐሻ, ߰௡௠ሺݐሻሻ 
 
 If the infinite series in Eq. (5) is truncated, then it can be rewritten as 

݂ሺݐሻ ؆ ݂ଶೖ,ெିଵ ൌ ∑ ∑ ௡݂௠߰௡௠ሺݐሻெିଵ
௠ୀ଴

ଶೖ
௡ୀଵ ൌ  ሻ (6)ݐΨሺ்ܨ

 

   ݕܾ ݊݁ݒ݅݃ ݏ݁ܿ݅ݎݐܽ݉ 1 ݔ ܯ2௞ ݁ݎሻܽݐሺ߰ ݀݊ܽ ܨ ݁ݎ݄݁ݓ
ܨ ൌ ሾ ଵ݂଴, ଵ݂ଵ, … . , ଵ݂,ெିଵ, ଶ݂଴, … , ଶ݂,ெିଵ, … ݂ଶೖ,଴, … , ݂ଶೖ,ெିଵሿ்    (7)  

Ψሺݐሻ ൌ ሾ߰ଵ଴ሺݐሻ, ߰ଵଵሺݐሻ, … . , ߰ଵ,ெିଵሺݐሻ, ߰ଶ଴ሺݐሻ, … , ߰ଶ,ெିଵሺݐሻ, … ߰ଶೖ,଴ሺݐሻ, … , ߰ଶೖ,ெିଵሿ் (8) 

 
Chebyshev Wavelets Operational Matrix of Integration  
For Chebyshev wavelet the integration of the vector Ψሺݐሻ defined in Eq. (8) can be 
obtained as 

׬ Ψሺݏሻ݀ݏ ؆ ܲΨሺݐሻ௧
଴                    (9) 

 
where P is the ሺ2௞ܯሻ ݔ ሺ2௞ܯሻ  operational matrix for integration and is given in [5] 
as 
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ܲ ൌ

ۏ
ێ
ێ
ێ
ۍ
ܥ ܵ ܵ ڮ ܵ
0 ܥ ܵ ڮ ܵ
0 0 ܥ ڮ ܵ
ڭ ڭ ڭ ڰ ܵ
0 0 0 ڮ ےܥ

ۑ
ۑ
ۑ
ې
                            (10) 

 
ݕܾ ݊݁ݒ݅݃ ݏ݁ܿ݅ݎݐܽ݉ ܯ ݔ ܯ ݁ݎܽ ܵ ݀݊ܽ ܥ ݁ݎ݄ܹ݁  ׷

ܥ  ൌ ଵ
ଶೖ

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ

ଵ
ଶ

ଵ
ଶ√ଶ

0 0 ڮ 0 0 0
ିଵ

ସ√ଶ
0 ଵ

଼
0 ڮ 0 0 0

ିଵ
ଷ√ଶ

ିଵ
ସ

0 ଵ
ଵଶ

ڮ 0 0 0
ڭ ڭ ڭ ڭ ڰ ڭ ڭ ڭ

ିଵ
ଶ√ଶሺெିଵሻሺெିଷሻ

0 0 0 ڮ ିଵ
ସሺெିଷሻ

0 ିଵ
ସሺெିଵሻ

ିଵ
ଶ√ଶெሺெିଶሻ

0 0 0 ڮ 0 ିଵ
ସሺெିଶሻ

0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

   (11) 

 
 And 

ܵ ൌ √ଶ
ଶೖ

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ

ଵ
√ଶ

0 0 ڮ 0  
0 0 0 ڮ 0

ିଵ
ଷ

0 0 ڮ 0
0 0 0 ڮ 0

ିଵ
ଵହ

0 0 ڮ 0
ڭ ڭ ڭ ڰ ڭ

ିଵ
ெሺெିଶሻ

0 0 ڮ 0

 

ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

   (12) 

 
Lemma 1 

The integration of the product of two Chebyshev wavelet function vectors is obtained 
as  
݇   ݎ݋݂  ൌ 1,2, …   and  M ൌ 3 

׬  ΨሺݐሻΨ୘ሺݐሻ݀ݐଵ
଴ ൌ ܴܴ  (13) 

 
 ݁ݎ݄݁ݓ

 ܴܴ ൌ ൥
ܩ ڮ 0
ڭ ڰ ڭ
0 ڮ ܩ

൩ 
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ܽ݊݀ 

ܩ  ൌ

ۏ
ێ
ێ
ێ
ۍ

ଶ
గ

0 െ ଶ√ଶ
ଷగ

0 ସ
ଷగ

0

െ ଶ√ଶ
ଷగ

0 ے0.594
ۑ
ۑ
ۑ
ې

 

 
Chebyshev Scaling Functions 
.ݍܧ ݉݋ݎܨ ሺ 2 ሻ ݀݁݊݅ܽݐܾ݋ ݊ܽܿ ݁ݓ 
ሺ ܯ ݄݊݁ݓ ൌ 3, ݇ ൌ 2ሻ 

 

߰ଵ଴ሺݐሻ ൌ ට଼
గ

                                

߰ଵ଴ሺݐሻ ൌ ସ
√గ

ሺ8ݐ െ 1ሻ               

߰ଵଵሺݐሻ ൌ ସ
√గ

ሺ2ሺ8ݐ െ 1ሻଶ െ 1ሻۙ
ۖ
ۘ

ۖ
ۗ

0 ൑ ൑ ݐ ଵ
ସ
  (14) 

 

߰ଶ଴ሺݐሻ ൌ ට଼
గ

                                 

߰ଶଵሺݐሻ ൌ ସ
√గ

ሺ8ݐ െ 3ሻ                

߰ଶଶሺݐሻ ൌ ସ
√గ

ሺ2ሺ8ݐ െ 3ሻଶ െ 1ሻ ۙ
ۖ
ۘ

ۖ
ۗ

ଵ
ସ

൑ ൑ ݐ ଵ
ଶ
 (15) 

 

߰ଷ଴ሺݐሻ ൌ ට଼
గ

                                

߰ଷଵሺݐሻ ൌ ସ
√గ

ሺ8ݐ െ 5ሻ                

߰ଷଶሺݐሻ ൌ ସ
√గ

ሺ2ሺ8ݐ െ 5ሻଶ െ 1ሻۙ
ۖ
ۘ

ۖ
ۗ

ଵ
ଶ

൑ ൑ ݐ ଷ
ସ
  (16) 

 

߰ସ଴ሺݐሻ ൌ ට଼
గ

                               

߰ସଵሺݐሻ ൌ ସ
√గ

ሺ8ݐ െ 7ሻ               

߰ସଶሺݐሻ ൌ ସ
√గ

ሺ2ሺ8ݐ െ 7ሻଶ െ 1ሻۙ
ۖ
ۘ

ۖ
ۗ

ଷ
ସ

൑ ൑ ݐ 1  (17) 

 
 

Optimal Control Problem Reformulation 
The linear quadratic optimal control problem can be stated as follows: Find an 
optimal controller   כݑሺݐሻ  that minimizes the following quadratic performance index  

ܬ  ൌ ׬ ሺݔ்ܳݔ ൅ ௧೑்ݑ
଴  (18)  ݐሻ݀ݑܴ
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 ݋ݐ ݐ݆ܾܿ݁ݑݏ
ሶݔ  ൌ ݔܣ ൅  (19)  ݑܤ
ሺ0ሻݔ  ൌ   ଴   (20)ݔ
 

 Because Chebyshev wavelets are defined on the time interval  ߬ ߳ ሾ0,1ሿ and since 
the problem is defined on the interval  ݐ ߳ ሾ0,  ௙ሿ, it is necessary before usingݐ
Chebyshev wavelets to transform the time interval of the optimal control problem into 
the interval ߬ ߳ ሾ0,1ሿ. 
 
 This can be done using  

 ߬ ൌ  ௧
௧೑

    (21) 

 
 So, 
ݐ݀  ൌ  ௙݀߬   (22)ݐ

 
 Thus, the optimal control problem becomes such as  

ܬ  ൌ ௙ݐ ׬ ሺݔ்ܳݔ ൅ ଵ்ݑ
଴  ሻ݀߬  (23)ݑܴ

 ௗ௫
ௗఛ

ൌ ݔܣ௙ሺݐ ൅  ሻ    (24)ݑܤ

 
Control State Parameterization  
The basic idea is to approximate the state and control variables by a finite series of 
Chebyshev wavelets as follow [5] 

ሻݐ௜ሺݔ   ൌ ∑ ∑ ܽ௜
௡௠߶௡௠ሺݐሻெିଵ

௠ୀ଴
ଶೖ
௡ୀଵ       ݅ ൌ 1,2, … . ,  (25) ݏ

ሻݐ௜ሺݑ  ൌ ∑ ∑ ܾ௜
௡௠߶௡௠ሺݐሻெିଵ

௠ୀ଴
ଶೖ
௡ୀଵ        ݅ ൌ 1,2, … . ,  (26)  ݎ

 
 The two equations can be written in compact form such as: 

ሻݐሺݔ  ൌ ൫ܫ௦்۪ߔሺݐሻ൯ܽ  (27) 

ሻݐሺݑ  ൌ ൫ܫ௥ ۪ ்ߔሺݐሻ൯ܾ  (28) 
 

,௦ܫ ݁ݎ݄݁ݓ , 1 ݔ ܰ ሻ isݐሺߔ  ௥ are s x s and r x r identity matrices andܫ  

 ܰ ൌ 2௞ሺܯሻ,  (29)   ݈݃݊݅ܽܿݏ ݒ݄݁ܿݕܾ݄݁ܥ ݂݋ ݎ݋ݐܿ݁ݒ
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ݕܾ ݊݁ݒ݅݃ ݊݋݅ݐܿ݊ݑ݂  ׷
 Φሺݐሻ ൌ ሾΦଵ௠ିଵሺݐሻ,Φଶ௠ିଵሺݐሻ,Φଷ௠ିଵሺݐሻ, … , ߶ଶೖ௠ିଵሺݐሻሿ் (30) 

 Φ௜௠ିଵሺݐሻ ൌ ሾԄ௜଴ሺݐሻ, Ԅ௜ଵሺݐሻ, … , ߶௜ெିଵሺݐሻሿ  (31) 
 
ܽ݊݀  
 ܽ ൌ ሾߙଵ  ߙଶ … .  ௦ሿ்ߙ

௜  ൌߙ  ൣܽଵ଴
௜   ܽଵଵ

௜ … . ܽଵெିଵ
௜   ܽଶ଴

௜ … . ܽଶெିଵ
௜ … ܽଶೖ଴

௜ ….  ܽଶೖெିଵ
௜ ൧ 

 ݅ ൌ 1,2, … ,  (32)    ݏ
 ܾ ൌ ሾߚଵ  ߚଶ … .  ௥ሿ்ߚ

௜  ൌߚ  ൣܾଵ଴
௜   ܾଵଵ

௜ … . ܾଵெିଵ
௜   ܾଵெିଵ

௜ … . ܾଶெିଵ
௜ … ܾଶೖ଴

௜ ….  ܾଶೖெିଵ
௜ ൧ 

 ݅ ൌ 1,2, … ,   ݎ
 (33) 
 
, ܽ ݁ݎ݄݁ݓ  .1 ݔ ܰݎ ݀݊ܽ 1 ݔ ܰݏ ݏ݊݋݅ݏ݊݁݉݅݀ ݂݋ ݏݎ݁ݐ݁݉ܽݎܽ݌ ݊ݓ݋݊݇݊ݑ ݂݋ ݏݎ݋ݐܿ݁ݒ ݁ݎܽ ܾ
 To approximate the state equation via Chebyshev scaling functions equation (24) 
can be integrated as  

ሻݐሺݔ  െ ௢ݔ ൌ ׬ ሺ߬ሻ݀߬ݔܣ ൅ ׬ ሺ߬ሻ݀߬ ௧ݑܤ
଴

௧
଴  (34) 

 
Initial Condition 
The initial condition vector ݔ௢ can be expressed via Chebyshev scaling function as  

௢ݔ   ൌ  ඥగ/ଶ
ଶೖ/మ ଴ߙሻሻሾݐሺ்ߔ۪ ௦ܫ)

ଵ ߙ଴
ଶ … . ଴ߙ

௦ሿ 

 =   ඥగ/ଶ
ଶೖ/మ ൫ܫ௦ ்۪ߔሺݐሻ൯݃௢       ሺ 3.37ሻ  (35) 

 

௢݃ ݁ݎ݄݁ݓ ൌ ሾߙ଴
ଵ ߙ଴

ଶ … . ଴ߙ
௦ሿ ܽ݊݀  ߙ଴

௜

ൌ ሾݔ௜ሺ0ሻ 0  0 … ௜ሺ0ሻ 0  0ݔ   0 … 0 ௜ሺ0ሻ 0  0ݔ … … 0ሿ 
 
.ݍܧ ݕ݈݌݅ݐ݈ݑ݉ ܹ݁  ሺ 35 ሻܾݎ݋ݐ݂ܿܽ ݕ, 

ߜ  ൌ
ටഏ

మ

ଶ
ೖ
మ
 

 
.ݍܧ ݉݋ݎ݂ ݁ݏݑܾܽܿ݁ ሺ 2 ሻ݀݁݊݅ܽݐܾ݋ ݊ܽܿ ݁ݓ 



548  Hatem Elaydi and Atya A. Abu Haya 

 

 Ԅ௡଴ ൌ ଶೖ/మ

ඥగ/ଶ
  

 
,ሺ 28ሻ  .ݍܧ  ݃݊݅ݐݑݐ݅ݐݏܾݑݏ  ݕܤ ሺ 29ሻ ܽ݊݀  ሺ 35 ሻ 
, ݔ݅ݎݐܽ݉   ݈ܽ݊݋݅ݐܽݎ݁݌݋ ݄݁ݐ  ݃݊݅ݏݑ   ݀݊ܽ ሺ 34 ሻ  ݋ݐ݊݅  ݐ݁݃ ݁ݓ

൫ܫ௦۪߶்ሺݐሻ൯ܽ െ ൫ܫ௦۪Ԅ்ሺݐሻ൯݃଴ߜ ൌ ሻ்ܲሻܽݐ௦۪Ԅ்ሺܫሺܣ ൅  ሻ்ܲሻܾ          (36)ݐ௥۪߶்ሺܫሺܤ
 
 Using Kronecker product properties [6] we have   
 ൫ܫ௦۪߶்ሺݐሻ൯ܽ ൌ
൫ܫ௦۪Ԅ்ሺݐሻ൯൫۪ܣP்ሺݐሻ൯ܽ ൅ ൫ܫ௦۪Ԅ்ሺݐሻ൯൫்۪ܲܤሺݐሻ൯ܾ ൅
൫ܫ௦۪Ԅ்ሺݐሻ൯݃଴ߜ                                                                                         ሺ 3.39 ሻ (37) 
 

 By equating the coefficients of  ൫ܫ௦۪Ԅ்ሺݐሻ൯ , we get  

 ൫ሺ்۪ܲܣሻ െ ே௦൯ܽܫ ൅ ൫்۪ܲܤሺݐሻ൯ܾ ൅ ݃଴ߜ ൌ 0  (38) 
 
or  

 ൣሺ்۪ܲܣሻ െ ሻ൯൧ݐሺ்۪ܲܤே௦      ൫ܫ ቂܽ
ܾቃ ൌ െ݃଴(39)  ߜ 

 
 .ݔ݅ݎݐܽ݉ ݕݐ݅ݐ݊݁݀݅ ݏܰ ݔ ݏܰ ݏ݅ ே௦ܫ ݁ݎ݄݁ݓ
 
Performance Index Approximation 
Then, substituting (28) and (29) into (19) to get  

ܬ  ൌ ׬ ሺ்ܽሺଵ
଴ ൫ܫ௦۪Φሺݐሻ൯ܳ൫ܫ௦۪Ԅ்ሺݐሻ൯ܽ ൅ ்ܾ൫ܫ௥۪Φሺݐሻ൯ܴ൫ܫ௥۪Ԅ்ሺݐሻ൯ܾሻ݀(40)  ݐ 

 
 Then, to simplify it as  

ܬ  ൌ ׬ ሺ்ܽଵ
଴ ሺ۪ܳΦሺݐሻԄ்ሻܽ ൅ ்ܾሺܴ۪ΦሺݐሻԄ்ሻܾሻ݀(41)  ݐ 

 
 The orthogonality of Chebyshev scaling functions is shown as in Lemma1: 

න ݐሻ݀ݐሺ்ߔሻݐሺߔ ൌ ܴܴ
ଵ

଴
 

 
 Then  
ܬ  ൌ ்ܽ(ܳ ٔ ܴܴሻܽ ൅ ்ܾሺܴ ٔ ܴܴሻܾ   (42) 
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 Finally J can be written as 

ܬ  ൌ ሾ ்ܽ   ்ܾ ሿ ቈ
 ܳ ٔ ܴܴ 0ேೞ ௫ ேೝ

 0ேೝ ௫ ேೞ ܴ ٔ ܴܴ ቉ ቂܽ
ܾቃ     (43) 

 
Continuity of the State Variables  
To insure the continuity of the state variables between the different sections, 
constraints are added. There are 2௞ െ 1 points at which the continuity of the state 
variables has to be ensured [7]. 
 These points are: 

௜ݐ  ൌ ௜
ଶೖ                      ݅ ൌ 1,2, … . , 2௞ െ 1     (44) 

 
 So, there are  ሺ2௞ െ 1ሻݕܾ ݊݁ݒ݅݃ ݏݐ݊݅ܽݎݐݏ݊݋ܿ ݕݐ݈݅ܽݑݍ݁   ݏ  ׷

 ൫ܫ௦۪ߔ′ሺݐሻ൯ܽ ൌ 0ሺଶೖିଵሻ௦ ௫ ଵ     (45) 

 
 Where  

 Φ′ ൌ

ۏ
ێ
ێ
ێ
ێ
ۍ
߶ଵ௠ିଵሺݐଵሻ െ߶ଶ௠ିଵሺݐଵሻ 0 0 0 ڮ 0

0   ߶ଶ௠ିଵሺݐଶሻ  – ߶ଷ௠ିଵሺݐଶሻ 0 0 ڮ 0
0 0   ߶ଷ௠ሺݐଷሻ  – ߶ସ௠ሺݐଷሻ 0 ڮ 0
ڭ ڭ ڭ ڭ ڭ ڮ ڭ
0 0 0 ڮ 0   ߶൫ଶౡିଵ൯୫൫ݐଶౡିଵ൯  – ߶൫ଶౡିଵ൯୫൫ݐଶౡିଵ൯ے

ۑ
ۑ
ۑ
ۑ
ې

  (46)  

 

Φ′݅ݏ ሺ2௞ െ 1ሻ ݔ ሺ2௞Mሻ matrix.  
 
Quadratic Optimal Control Transformation 
By combining the equality constraints (39) with those in (45) we have  

 ቈ
 ሺܣ ٔ ்ܲሻ െ ே௦ܫ ሺܤ ٔ ்ܲሻ

 ൫ܫ௦ ٔ Φ′൯ 0ሺଶೖିଵሻ௦ ௫ ே௥
 ቉ ቂܽ

ܾቃ ൌ ൤
െ݃଴ߜ

0ሺଶೖିଵሻ௦ ௫ ଵ
൨  (47) 

 
 From (43) and (47), the optimal control problem is transformed into the following 
quadratic programming problem  
 min୸  (48)  ݖܪ்ݖ
 
 Subject to equality constraints  
ݖܨ  ൌ ݄   (49) 
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 ݁ݎ݄݁ݓ
்ݖ  ൌ ሾ ்ܽ      ்ܾሿ  (50) 

ൌ ܪ  ቈ
 ܳ ٔ ܴܴ 0ேೞ ௫ ேೝ

 0ேೝ ௫ ேೞ ܴ ٔ ܴܴ ቉  (51) 

 F   =  ቈ
 ሺܣ ٔ ்ܲሻ െ ே௦ܫ ሺܤ ٔ ்ܲሻ

 ൫ܫ௦ ٔ Φ′൯ 0ሺଶೖିଵሻ௦ ௫ ே௥
 ቉  (52) 

 h    =  ൤
െ݃଴ߜ

0ሺଶೖିଵሻ௦ ௫ ଵ
൨  (53) 

 
 

Numerical Example 1 
Problem Treated by Feldbaum  
Find the optimal control כݑሺݐሻ which minimizes  

ܬ  ൌ ଵ
ଶ ׬ ሺݔଶ ൅ ଶଵݑ

଴ ሻ݀ݐ 

 
subject to 
ሶݔ  ൌ  െݔ ൅ ሺ0ሻݔ    ,         ݑ ൌ 1 
 
 We solved this problem when ݇ ൌ 1 , ܯ ݀݊ܽ ൌ 3 , ܰ ݋ݏ ൌ 6   
 Then we approximate the state and control variables as  
ሻݐሺݔ  ൌ ∑ ∑ ܽ௡௠߶௡௠ሺݐሻଶ

௠ୀ଴
ଶ
௡ୀଵ   (54) 

 uሺݐሻ ൌ ∑ ∑ b௡௠߶௡௠ሺݐሻଶ
௠ୀ଴

ଶ
௡ୀଵ    (55) 

 

For this problem 
 Chebyshev scaling functions for this problem are for k=1, M=3 

 

߰ଵ଴ሺݐሻ ൌ ଶ
√గ

                                  

߰ଵଵሺݐሻ ൌ ଶ√ଶ
√గ

ሺ4ݐ െ 1ሻ               

߰ଵଶሺݐሻ ൌ ଶ√ଶ
√గ

ሺ2ሺ4ݐ െ 1ሻଶ െ 1ሻۙ
ۖ
ۘ

ۖ
ۗ

  (56) 
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߰ଶ଴ሺݐሻ ൌ ଶ
√గ

                                 

߰ଶଵሺݐሻ ൌ ଶ√ଶ
√గ

ሺ4ݐ െ 3ሻ              

߰ଶଶሺݐሻ ൌ ଶ√ଶ
√గ

ሺ2ሺ4ݐ െ 3ሻଶ െ 1

 

ۙ
ۖ
ۘ

ۖ
ۗ

  (57) 

 Ψሺݐሻ ൌ ሾ߰ଵ଴ሺݐሻ, ߰ଵଵሺݐሻ, ߰ଵଶሺݐሻ, ߰ଶ଴ሺݐሻ, ߰ଶଵሺݐሻ, ߰ଶଶሺݐሻሿ் 
 ܽ ൌ ሾܽଵ଴ሺݐሻ, ܽଵଵሺݐሻ, ܽଵଶሺݐሻ, ܽଶ଴ሺݐሻ, ܽଶଵሺݐሻ, ܽଶଶሺݐሻሿ 
 ܾ ൌ ሾܾଵ଴ሺݐሻ, ܾଵଵሺݐሻ, ܾଵଶሺݐሻ, ܾଶ଴ሺݐሻ, ܾଶଵሺݐሻ, ܾଶଶሺݐሻሿ  (58)   

ߜ  ൌ  ඥగ/ଶ
ଶೖ/మ ൌ ඥగ/ଶ

ଶ
   (59) 

 ݃଴ ൌ ሾ1 0 0 1 0 0ሿ 
 There are 2௞ െ 1 ൌ 1 point. 
 
 This point is: 

ଵݐ  ൌ ଵ
ଶೖ ൌ 0.5                     ݅ ൌ 1 

 
 So there are  ሺ2௞ െ 1ሻݏ ൌ ݕܾ ݊݁ݒ݅݃ ݐ݊݅ܽݎݐݏ݊݋ܿ ݕݐ݈݅ܽݑݍ݁  1  ׷

 ൫ܫ௦۪ߔᇱሺݐሻ൯ܽ ൌ 0ሺଶೖିଵሻ௦ ௫ ଵ 

 Φᇱ݅ݏ ሺ2௞ െ 1ሻ ݔ ሺ2௞ሺMሻሻ, then ሾΦᇱሿଵ௫଺ matrix 
 Φᇱ ൌ ሾ߰ଵ଴ሺ0.5ሻ, ߰ଵଵሺ0.5ሻ, ߰ଵଶሺ0.5ሻ, െ߰ଶ଴ሺ0.5ሻ, െ߰ଶଵሺ0.5ሻ, െ߰ଶଶሺ0.5ሻሿ 
 Φ ൌ ሾ1.1284    1.5958    1.5958    -1.1284   +1.5958    -1.5958] 
 
 By solving the corresponding quadratic programming problem, the optimal value 
of performance index is obtained. J = 0.193001037554299 for k=1 and M=3.  
 



552  Hatem Elaydi and Atya A. Abu Haya 

 

 
 

Figure 1: Optimal state and control trajectories ݔሺݐሻ ܽ݊݀ ݑሺݐሻ ݇ ൌ 1, ܯ ൌ 3 
 ሺ ܬ ൌ  0.192915719226705ሻ 
݇ ݎ݋݂  ൌ 2 , ܯ ൌ 3 

 

 
 

Figure 2: Optimal state and control trajectories ݔሺݐሻ ܽ݊݀ ݑሺݐሻ ݇ ൌ 2, ܯ ൌ 3 
 ሺ ܬ ൌ  0.192909783507572ሻ 
݇ ݎ݋݂  ൌ 3 , ܯ ൌ 3 
 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Time

State Trajectory x(t) and control Trajectory u(t)

x(
t)

,u
(t

)
x(t) 

 u(t) 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Time

State Trajectory x(t) and control Trajectory u(t)

x(
t)

,u
(t

)

x(t) 

 u(t) 



Solving Optimal Control Problem for Linear 553 

 

 
 

Figure 3: Optimal state and control trajectories x (t) & u(t), k=3, M=3 
 

Table 1: Performance index results 
 

 K=1     M=3 K=2    M=3 
J 0.1930010375 0.1929157192 
 K=3    M=3 K=3     M=4 
J 0.1929097835 0.1929093208 
 EXACT 

VALU 
J 0.1929092981

 
 
 Table (1) shows that by increasing k or M, the performance index, J, moves closer 
to the exact value. Figures (1-3) show plots of the OCP trajectories convergence rate 
increased as the values of K and M increased. 
 
Numerical Example 2 
Find an optimal controller ݑሺݐሻ that minimizes the following performance index 

ܬ  ൌ ଵ
ଶ ׬ ሺݔଵ

ଶ ൅ ଶݔ
ଶ ൅ ଶଵݑ0.005

଴ ሻ݀ݐ 

 
subject to 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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 u(t) 
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ሶଵݔ  ൌ ଵሺ0ሻݔ                                                ଶݔ  ൌ 0 
ሶଶݔ  ൌ  െݔଶ ൅ ଶሺ0ሻݔ                                 ݑ ൌ െ1 
 
 The proposed method is applier to this example. The obtained solution is  
  ݇ ൌ 3 , ܯ ݀݊ܽ ൌ ܬ             5 ൌ  0.0694046775616713 

 ݇ ൌ 3 , ܯ ݀݊ܽ ൌ ܬ             6 ൌ  0.0693859107633072 

 
 By solving the corresponding quadratic programming problem, the obtained 
optimal value of performance index, J = 0.0693859107633072. 

 

 
 

Figure 4: Optimal state trajectories, x1(t) & x2(t) 
 

 
 

Figure 5: Optimal control trajectory u(t)  
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Table (2) Comparison between different researches for ( ܬ ) value 
 

Research ܬ Deviation error 
Exact value 0.06936094 0 
Hsieh [36] 0.0702 8.4x10-4  
Neuman and Sen [31] 0.06989 5.3x10-4 
Vlassenbroeck [41] 0.069368 7.1x10-6 
Jaddu [2] 0.0693689 7.96x10-6 
Majdalawi [22] 0.0693668896 7.9562x10-6 
This research  0.0693859107 2.49x10-5 

 
 
 Here, a numerical method is proposed for solving linear time in-variant quadratic 
optimal control problems. A Chebyshev wavelet is used to approximate controls and 
states of the system using a finite length of Chebyshev wavelet.  
 Two examples are solved to demonstrate the effectiveness of the proposed 
method; the first example contains one state and the second example contains two 
states. A comparison with other researches is performed. This research gives better or 
comparable results in comparison with others. 
 The difficult linear quadratic optimal control problem is converted into a quadratic 
programming problem which was easily solved using MATLAB.   
 
 

Conclusion 
In this paper, a numerical methods to solve optimal control problems for linear time 
invariant systems was proposed. This method was based on parameterizing the system 
state and control variables using a finite length Chebyshev wavelet. The aim of the 
proposed method is the determination of the optimal control and state vector by a 
direct method of solution based upon Chebyshev wavelet. 
 An explicit formula for the performance index was presented. In addition, 
Chebyshev wavelet operational matrix of integration was presented and used to 
approximate the solution. A product operational matrix of Chebyshev wavelets was 
also presented and used to solve linear time-varying systems. Thus, the solution of the 
linear optimal control problem is reduced to a simple matrix-vector multiplication that 
can be solved easily using MATLAB. 
 Numerical examples were solved to show the effectiveness and efficiency of the 
proposed method. The proposed method gave better or comparable results compared 
to other research. 
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 Future work can deal with using Chebyshev wavelet to solve nonlinear and time 
varying optimal control problems. 
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