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Abstract 
 

In this paper a novel algorithm for Gaussian noise estimation and removal is 
proposed by using 3x3 sub windows in which the test pixel appears. The 
standard deviation(STD) for all sub-windows are used to define reference 
STD(σref )and minimum(σmin) and maximum (σmax ) standard deviations. The 
average STD (σavg ) is then calculated as the average of  those  STDs of all 
sub-windows whose STD falls with in the range of [σmin, σmax]. This  σavg  is 
used for detecting and removing additive Gaussian noise. The performance is 
compared with that of the standard mean filter. The proposed scheme is 
outperforming than the standard mean filter. 
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Introduction 
Images can be contaminated with additive noise during acquisition and transmission. 
The two additive noises are Gaussian and impulse, the basic requirement in image 
denoising is to minimize this additive noise without affecting the features of the 
image. Normally non linear filters like median filters [1, 2] or rank order statistical 
filters [3, 4, 5] are more effective in eliminating impulse noise without effecting the 
edges information. Removing Gaussian noise involves smoothing the inside distinct 
region of an image. For this classical linear filters such as the Gaussian filter reduces 
noise efficiently but blur the edges significantly. For solving this problem nonlinear 
methods have been used by Perona and Malik[6], Bilateral filter were studied by 
Thomasi and Manducci[7]. In their methods authors used the local measure of an 
image to quantitatively detect edges and to smooth them less than the rest of the 
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image. A universal noise removal filter presented in [8] based on simple statistics to 
detect impulse noise and is integrated to a filter designed to removal Gaussian noise. 
In [9] Total Least Square [TLS] is proposed by the authors for eliminating noise by 
modeling ideal image as a linear combination of image patches from the noisy image. 
The authors demonstrated the effectiveness of TLS algorithm even though it is 
computationally demanding. A directional adaptive central weighted median filter 
[DACWMF] is proposed in [10] works in wavelet domain with predefined thresholds 
applied separately to low frequency and high frequency bands. The authors mentioned 
that filtering is applied to only non edge regions of the image. 
 In this paper the authors’ proposed new algorithm for estimating the presence of 
Gaussian noise and then effective minimization of the noise using a well defined 
static obtained from nine 3x3 sub windows in which the test pixel appears. Proposed 
method is outperforming than standard mean technique. The algorithm and simulation 
results are presented in following sections for different mean and variance 
combinations of additive Gaussian noise. To evaluate the performance of the 
proposed algorithm the parameter MAE, MSE and PSNR are used for varies standard 
images. 
 
 
Proposed scheme  
Estimation of Gaussian noise 
Let ‘X’ is an original image, ‘A’ is observed image, and a general discrete time model 
for image degradation can be expressed as  
  Ai,j = Xi,j + ηi,j  
 
 For i,j = 1,2….N, where Xi,j  is original image pixels, ηi,j  is additive Gaussian 
noise and Ai,j is the observed image. The objective of the restoration scheme is to 
recover the original image from the observed image. Here it is assumed the noise is 
normally distributed for a given mean and variance.  
 Let the noisy image is represented with A. the test pixel is located at (i,j), 
generally the 3 x 3 neighborhood is considered for normal filtering, whether corrupted 
or not. In our method we examined the 5 x 5 neighborhood of the test pixel in a 
different way. The 5 x 5 neighborhood is divided in to nine 3 x 3 sub-windows such 
that the test pixel appears in each of the sub-window. For each sub-window standard 
deviation (σ) [11, 12] is calculated. A reference standard deviation is decided as the 
median of the above sub-windows standard deviation (σi), i=1, 2 … 9, and two 
thresholds σmax   and σmin are set and then average of the standard deviation (σavg) of 
nine sub windows whose standard deviation fall in the range [σmin, σmax] is calculated. 
This average standard deviation is now used to estimate whether the pixel under test is 
corrupted or not. This is done based on the difference between mean of the 3x3 
neighborhood of the test pixel (i, j) and the pixel value itself. The test pixel is decided 
corrupted based on the above difference lies within the range [a, b], otherwise treated 
as uncorrupted. Where the range limits ‘a’ and ‘b’ are experimentally obtained as 0.5 
x σavg   and 0.5, respectively. This is repeated for the entire noisy image. The detailed 
procedure is explained in the section 3. 
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Novel method to remove Gaussian noise 
If the pixel is found corrupted then a filter is invoked. The corrupted pixel is replaced 
with a new value obtained from the following formula. 
  xnew(i, j)= [µ-0.5x σavg ]  
 
 Where xnew is the new value for the pixel position represented by (i, j), µ is the 
mean of the 3x3 central subwindow, σavg is the average standard deviation defined in 
the previous section. 
 
 
Algorithm 

1. Consider a 5 x 5 test window AT from the noisy image as: 
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2. Divide this window into 3 x 3 sub-windows such that the test pixel should 

appear in each of the sub-windows. Nine such sub-windows are possible and 
four of them as shown below. 

 

   
 

3. For each 3x3 sub-window calculate the standard deviation, σi, i=1, 2 ………N where  
N is maximum number of the sub-windows, for this paper it is equal to 9. 

4. Set reference standard deviation, (σref), as median of σi, i=1, 2 ………N. 
5. Set σmin = k1x σref. 
6. Set σmax = k2 x σref. 
7. Calculate average (σavg) of the standard deviations σi, i=1, 2 ………N whose 

standard deviation lies in the range [σmin, σmax]. 
8. This σavg is used as a parameter to decide whether the test pixel is corrupted or 

not. 
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 The above process is repeated by sliding 5x5 window one step forward row wise 
and then column wise to cover the entire image. 
 
 
Results & Performance Evaluation 
The algorithm developed is applied to detect and eliminate the Gaussian noise. The 
standard images like coins, peppers and Lenna for various means, i.e. 0, 0.01 and 0.05 
and variances in the range of 0.01 to 0.06 for all means are used for performance 
evaluation. 
 The results for Lenna image are shown in Tables 1, 2 & 3, for means 0, 0.01 and 
0.05 respectively. The comparative graphs are shown in figures 1, 2 & 3. The images 
are shown in fig: 4.The results obtained for Coins image for different combinations of 
mean and variances are shown in Table 4,5, & 6. The comparative graphs are shown 
in figures 5, 6 &7. The images are shown in fig: 8. 
 For peppers image the results are shown in Table 7, 8 &.9, for means 0, 0.01 and 
0.05 respectively. The comparative graphs are shown in figures 9, 10 & 11. The 
images are shown in fig: 12. 
 The proposed algorithm of detecting and filtering Gaussian noise has proven to be 
excellent and far superior to standard mean filter. The improvement in PSNR for 
different variances and means are shown in the tables.  It can be concluded from the 
tabular data that the proposed method is far better for a give mean and increasing 
variance than standard mean filtering method. 

 
Table 1: Comparison of parameters (MAE, MSE, and PSNR) for Lenna with mean=0 

 
Variance Before filter Standard filter Detection and filter 

 MAE MSE PSNR MAE MSE PSNR MAE MSE PSNR 
0.01 0.039 0.005 71.18 0.045 0.003 73.22 0.027 0.002 76.09 
0.02 0.055 0.01 68.22 0.059 0.005 71.09 0.033 0.002 75.022
0.03 0.068 0.015 66.39 0.072 0.007 69.59 0.037 0.0024 74.09 
0.04 0.077 0.019 65.26 0.079 0.008 68.96 0.036 0.0024 74.33 
0.05 0.087 0.024 64.28 0.087 0.01 67.98 0.039 0.0028 73.6 
0.06 0.095 0.028 63.46 0.097 0.012 67.21 0.044 0.0034 72.84 

 
Table 2: Comparison of parameters (MAE, MSE, and PSNR) for Lenna with 
mean=0.01. 

 
Variance Before filter Standard filter Detection and filter 

 MAE MSE PSNR MAE MSE PSNR MAE MSE PSNR 
0.01 0.035 0.004 68.22 0.04 0.003 71.09 0.026 0.0015 75.023
0.02 0.05 0.008 68.79 0.055 0.004 71.66 0.031 0.002 75.32 
0.03 0.063 0.013 66.87 0.066 0.006 70.15 0.035 0.0023 74.46 
0.04 0.073 0.018 65.59 0.074 0.007 69.42 0.034 0.002 74.83 
0.05 0.083 0.023 64.49 0.084 0.009 68.39 0.038 0.003 73.95 
0.06 0.089 0.027 63.82 0.091 0.011 67.71 0.041 0.003 73.32 
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Table 3: Comparison of parameters (MAE, MSE, and PSNR) for Lenna with 
mean=0.05. 

 
Variance Before filter Standard filter Detection and filter 

 MAE MSE PSNR MAE MSE PSNR MAE MSE PSNR 
0.01 0.034 0.0053 70.86 0.041 0.0028 73.63 0.027 0.0016 76.11 
0.02 0.034 0.0053 70.87 0.041 0.0028 73.64 0.026 0.0016 76.13 
0.03 0.045 0.009 68.64 0.054 0.004 72.07 0.029 0.0017 75.55 
0.04 0.056 0.013 67.09 0.058 0.005 71.01 0.027 0.0018 75.1 
0.05 0.065 0.017 65.84 0.066 0.0063 69.8 0.031 0.0019 74.38 
0.06 0.073 0.021 64.93 0.075 0.008 69 0.034 0.0022 73.81 

 
Table 4: Comparison of parameters (MAE, MSE, and PSNR) for coins with mean=0. 

 
Variance Before filter Detection and filter Standard filter 

 MAE MSE PSNR MAE MSE PSNR MAE MSE PSNR 
0.01 0.039 0.009 71.26 0.025 0.001 76.31 0.044 0.003 73.57 
0.02 0.055 0.019 68.18 0.031 0.002 75.22 0.059 0.005 71.25 
0.03 0.067 0.028 66.47 0.035 0.002 74.38 0.07 0.007 69.84 
0.04 0.077 0.019 65.23 0.039 0.003 73.57 0.08 0.009 68.73 
0.05 0.087 0.024 64.24 0.043 0.003 72.88 0.089 0.011 67.82 
0.06 0.095 0.028 63.54 0.045 0.004 72.5 0.096 0.012 67.21 

 
Table 5: Comparison of parameters (MAE, MSE, and PSNR) for coins with 
mean=0.01 

 
Variance Before filter Detection and filter Standard filter 

 MAE MSE PSNR MAE MSE PSNR MAE MSE PSNR 
0.01 0.035 0.004 71.92 0.023 0.001 76.54 0.039 0.003 74.17 
0.02 0.05 0.009 68.8 0.028 0.002 75.58 0.054 0.004 71.9 
0.03 0.064 0.014 66.79 0.033 0.002 74.57 0.067 0.006 70.22 
0.04 0.073 0.018 65.64 0.036 0.003 73.94 0.075 0.008 69.13 
0.05 0.082 0.023 64.58 0.04 0.003 73.33 0.085 0.009 68.26 
0.06 0.091 0.027 63.76 0.043 0.004 72.69 0.093 0.012 67.49 

 
Table 6: Comparison of parameters (MAE, MSE, and PSNR) for coins with 
mean=0.05 

 
Variance Before filter Detection and filter Standard filter 

 MAE MSE PSNR MAE MSE PSNR MAE MSE PSNR 
0.01 0.019 0.002 75.02 0.018 0.001 76.93 0.027 0.001 76.35 
0.02 0.034 0.005 70.86 0.023 0.001 76.37 0.039 0.002 73.99 
0.03 0.045 0.009 68.64 0.027 0.002 75.72 0.05 0.003 72.29 
0.04 0.055 0.013 67.09 0.03 0.002 75.1 0.059 0.005 71.01 
0.05 0.065 0.017 65.84 0.034 0.002 74.38 0.068 0.007 69.8 
0.06 0.073 0.021 64.93 0.036 0.003 73.81 0.076 0.008 69 
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Table 7: Comparison of parameters (MAE, MSE, and PSNR) for peppers with 
mean=0 

 
Variance Before filter Detection and filter Standard filter 

 MAE MSE PSNR MAE MSE PSNR MAE MSE PSNR
0.01 0.039 0.005 71.25 0.022 0.001 78.05 0.041 0.0025 74.2 
0.02 0.055 0.01 68.24 0.027 0.0015 76.46 0.057 0.004 71.66 
0.03 0.067 0.015 66.48 0.032 0.002 75.25 0.069 0.006 70.07 
0.04 0.078 0.019 65.21 0.041 0.003 73.4 0.081 0.009 68.59 
0.05 0.087 0.024 64.26 0.044 0.003 72.83 0.089 0.011 67.79 
0.06 0.096 0.029 63.46 0.047 0.004 72.24 0.098 0.013 67.02 

 
 

Table 8: Comparison of parameters (MAE, MSE, and PSNR) for peppers with 
mean=0.01 

 
Variance Before filter Detection and filter Standard filter 

 MAE MSE PSNR MAE MSE PSNR MAE MSE PSNR
0.01 0.034 0.004 71.93 0.019 0.001 78.38 0.037 0.002 74.9 
0.02 0.051 0.002 68.7 0.026 0.0013 76.85 0.053 0.004 72.22 
0.03 0.063 0.013 66.89 0.029 0.0017 75.8 0.064 0.006 70.63 
0.04 0.07 0.018 65.64 0.038 0.002 73.87 0.075 0.008 69.13 
0.05 0.08 0.022 64.63 0.042 0.003 73.09 0.084 0.009 68.18 
0.06 0.09 0.027 63.76 0.045 0.004 72.63 0.093 0.012 67.43 

 
 

Table 9: Comparison of parameters (MAE, MSE, and PSNR) for peppers with 
mean=0.05 

 
Variance Before filter Detection and filter Standard filter 

 MAE MSE PSNR MAE MSE PSNR MAE MSE PSNR
0.01 0.019 0.002 75.029 0.016 0.0008 79.23 0.024 0.001 77.67 
0.02 0.034 0.005 70.89 0.019 0.001 78.29 0.037 0.002 74.76 
0.03 0.045 0.008 68.65 0.023 0.0012 77.23 0.048 0.003 72.76 
0.04 0.056 0.013 67.05 0.033 0.002 74.84 0.06 0.006 70.76 
0.05 0.064 0.017 65.92 0.035 0.0024 74.29 0.068 0.007 69.81 
0.06 0.074 0.021 64.89 0.038 0.0028 73.7 0.076 0.008 68.84 
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Figure 1: Graph of PSNR for Lenna image with mean=0. 
 

 
 

Figure 2: Graph of PSNR for Lenna image with mean=0.01. 
 

 
 

Figure 3: Graph of PSNR for Lenna image with mean=0.05. 
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Figure 4: (a) Original, (b) ‘0’ mean ‘0.03’ variance Gaussian noise, (c) Proposed 
Detection & filtered, (d) Standard filtered of Coins image. 

 

 
 

Figure 5: Graph of PSNR for coins image with mean=0. 
 

 
 

Figure 6: Graph of PSNR for coins image with mean=0.01. 
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Figure 7: Graph of PSNR for coins image with mean=0.05. 
 

 
 

Figure 8: (a) Original, (b) ‘0’ mean ‘0.03’ variance Gaussian noise, (c) Proposed 
Detection & filtered, (d) Standard filtered of Coins image 

 

 
 

Figure 9: Graph of PSNR for peppers image with mean=0. 
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Figure 10: Graph of PSNR for peppers image with mean=0.01. 
 

 
 

Figure 11: Graph of PSNR for peppers image with mean=0.05. 
 

 
 
Figure 12: (a) Original, (b) ‘0’ mean ‘0.03’ variance Gaussian noise, (c) Proposed 
Detection & filtered, (d) Standard filtered of Peppers image. 

 
 
Conclusion 
In this paper a novel detection and filtering schemes for Gaussian noise were 
developed and compared with standard filtering method. Here a 5x5 window is 
considered for detection scheme. This 5x5 window is divided into nine 3x3 sub-
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windows in which the test pixel appears. The standard deviations of all sub-windows 
are calculated in which the test pixel appears and is providing relative information 
about the amount of the noise, if present, of the test pixel. The maximum standard 
deviation and minimum standard deviation are calculated using constants k1 and k2. 
The reasonable values are obtained as 0.5 and 2 respectively. It is concluded that the 
pixel is corrupted if the difference magnitude, |µ-x| lies in the range [a, b] where µ is 
mean of 3x3 neighborhood of the test pixel in which test pixel lies at the center of the 
window and x is test pixel intensity. Our proposed method shows better performance 
in detecting and filtering Gaussian noise than the standard mean filter for various 
combinations of mean and variances of additive Gaussian noise. 
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