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Abstract 
 

In this paper, we present wavelet based video compression algorithms. The 
motion estimation and compensation, which is an essential part in the 
compression, is based on segment movements. The proposed work based on 
wavelet transform algorithm like Set Partitioning In Hierarchical Trees 
(SPIHT) and Stationary Wavelet Transform (SWT). Results of Average value 
of peak signal to noise ratio PSNR mean squared error (MSE) and comparison 
chart is obtained using MATLAB. The proposed SPIHT and SWT algorithm 
achieves very good PSNR values, and MSE which makes the techniques more 
efficient than the 2-D Discrete Cosine Transform (DCT) in the H.264/AVC 
codec. 
 
Index Terms: video compression, wavelet transform technique (SPIHT, 
SWT), Matlab 

 
 
Introduction 
An important component of image and video compression systems is a transform. A 
transform is used to transform image intensities. A transform is also used to transform 
prediction residuals of image intensities, such as the motion-compensation residual 
(MC residual), the resolution-enhancement residual in scalable video coding, or the 
intra-prediction residual in H.264/AVC. 
 Recently, new transforms have been developed that can take advantage of locally 
anisotropic features in images [1, 2, 3, 4]. A conventional transform, such as the 2-D 
DCT or the 2-D Discrete Wavelet Transform (2-D DWT), is carried out as a separable 
transform by cascading two 1-D transforms in the vertical and horizontal dimensions. 
This approach does not take advantage of locally anisotropic features present in 
images because it favors horizontal or vertical features over others. The new 
transforms adapt to locally anisotropic features in images by performing the filtering 
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along the direction where image intensity variations are smaller. This is achieved, for 
example, by directional lifting implementations of the DWT [4]. Even though most of 
the work is based on the DWT, similar ideas have been applied to DCT-based image 
compression [2]. 
 
 
Wavelet Transform Technique 
The discrete wavelet transform (DWT) [5] has gained wide popularity due to its 
excellent decorrelation property, many modern image and video compression systems 
embody the DWT as the transform stage [6]. After DWT was introduced, several 
codec algorithms were proposed to compress the transform coefficients as much as 
possible. Among them, stationary Wavelet Transform (SWT) and Set Partitioning in 
Hierarchical Trees (SPIHT) are the most famous ones. 
 
 
Set partitioning in hierarchical trees(SPIHT) 
This compression schemes is based on wavelet coding technique. The image is 
transformed using a discrete wavelet transform. In the beginning, the image is 
decomposed into four sub-bands by cascading horizontal and vertical two-channel 
critically sampled filter-banks. This process of decomposition continues until some 
final scale is reached. In each scale there are three sub-bands and one lowest 
frequency sub-band. Then successive-approximation quantization (SAQ) is used to 
perform embedding coding. This particular configuration is also called QMF pyramid. 
 The SPIHT algorithm is used to the multi-resolution pyramid after the sub-
band/wavelet transformation is performed [7]. The SPIHT video coding system is 
shown in fig.1 

 

 
 

Figure 1: SPIHT Video Coding System 
 
 

 The decoder does exactly opposite, that is, it first performs arithmetic decoding on 
the input bit Stream, then SPIHT decoding, finally sub-band/wavelet transformation. 
 
 
Stationary wavelet transforms (SWT) 
The stationary wavelet transform (SWT) [8] is a wavelet transform algorithm 
designed to overcome the lack of translation invariance of the discrete wavelet 
transform (dwt). Translation- invariance is achieved by removing the down samplers 
and up samplers in the discrete wavelet transform (dwt) and up sampling the filter 
coefficients by a factor of 2(j − 1) in the jth level of the algorithm [9]. the SWT is an 
inherently redundant scheme as the output of each level of SWT contains the same 
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number of samples as the input , so for a decomposition of N levels there is a 
redundancy of N in the wavelet coefficients. 
 
 
Implementation 
The following block diagram depicts the digital implementation of SWT as shown in 
fig.2 and fig.3. 

 

 
 

Figure 2: a 3 level SWT filter bank 
 

 
 

Figure 3: SWT filters 
 
 
Peak Signal to Noise Ratio (PSNR) 
The phrase peak signal-to-noise ratio, often abbreviated PSNR, is an engineering term 
for the ratio between the maximum possible power of a signal and the power of 
corrupting noise that affects the fidelity of its representation. Because many signals 
have a very wide dynamic range, PSNR is usually expressed in terms of the 
logarithmic decibel scale.  
 The PSNR is most commonly used as a measure of quality of reconstruction of 
lossy compression codec’s (e.g., for image compression). The signal in this case is the 
original data, and the noise is the error introduced by compression. When comparing 
compression codec’s it is used as an approximation to human perception of 
reconstruction quality, therefore in some cases one reconstruction may appear to be 
closer to the original than another, even though it has a lower PSNR (a higher PSNR 
would normally indicate that the reconstruction is of higher quality). One has to be 
extremely careful with the range of validity of this metric; it is only conclusively valid 
when it is used to compare results from the same codec (or codec type) and same 
content [10]. It is most easily defined via the mean squared error (MSE) which for 
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 The MSE thus assesses the quality of an estimator in terms of its variation and 
unbiasedness. Note that the MSE is not equivalent to the expected value of the 
absolute error. Since MSE is an expectation, it is not a random variable. It may be a 
function of the unknown parameter θ, but it does not depend on any random 
quantities. However, when MSE is computed for a particular estimator of θ the true 
value of which is not known, it will be subject to estimation error. In a Bayesian 
sense, this means that there are cases in which it may be treated as a random variable. 
 
 
Compression 

1. Application of motion compensation. For each frame in the group, we 
compute the difference between the frame and its motion predicted frame. 

2. A fast multistage wavelet based expansion is applied on each frame and its 
predicated frame in the group 

3. An optimal bit allocation on the differencing between frames in each group 
and their predictions is applied. 

4. The central frame and the other frames differences in the group are quantized 
and coded using the techniques of still image compression. The distribution of 
the nth frames in the nth group so that the frames may be compressed and 
create a new compressed frame. 

5. In order to reduce the error resulted from the motion prediction and the 
wavelet compression, we apply MSE. We estimate the decompression and add 
this approximation to the main quantized frames. 

 
 
Approach  
Our approach is based on the split of the frame into blocks. Then we compute the 2D 
motion vectors per block. In this we explain how to perform motion estimation and 
define new segments from these motion vectors. These segments-regions have similar 
motion parameters. 
 
 
Experimental Results 
Here, we present the simulation results of video compression by applying the set 
partitioning in Hierarchical Trees (SPIHT) & Stationary wavelet transform (SWT) 
algorithm. The original video can be split the in the form of frames and compressed it. 
The original frame and compressed frames as shown in fig 4 (a) (b) (c).After applying 
the SWT algorithm on original frame, the PSNR values is 0.005649 and MSE value is 
46.54573.Also again applying the SPIHT algorithm on original frame, the PSNR 
values of 0.006224 and MSE value is 46.12482.  
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Figure 4(a) Original frame no.1 
 

 
 

Figure 4(b) Original frame no.1 compressed By using SWT algorithm 
 

 
 

Figure 4(c) Original frame no.1 compressed By using SPIHT algorithm 
 
 
 First we divide each frame in the sequence into blocks resulted from the block 
matching algorithm. Then we apply SPIHT and SWT wavelet for compression 
technique on each frame and again decompressed it. The MSE value of the 
compression is reduced by applying the formula correction in the wavelet domain to 
enhance the quality of the reconstructed sequence. Here we calculate the average 
PSNR value and average MSE value. 
 
 
Calculate Average PSNR/MSE Value 
The Average Value of PSNR for SWT and SPIHT, as shown in Table-1. 
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Table-1: Average value of PSNR for SPIHT and SWT 
 

VALUE SWT SPIHT
AVERAGE PSNR 0.0056 0.0061

 

 
 

Figure 5 (a): Graph between Average Value of PSNR For SWT and SPIHT 
 
 

 The Average Value of MSE for SWT and SPIHT, as shown in Table-2. 
 
 

Table-2: Average value of MSE for SWT and SPIHT 
 

VALUE SWT SPIHT 
AVERAGE MSE 46.6037 46.1802

 
 

 
 

Figure 5 (b) Graph between Average Value of MSE For SWT and SPIHT. 
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Conclusions 
We examine that the PSNR value and MSE value is better in SPIHT as compared to 
SWT method. It also supports faithful reproduction of the image, keeping the picture 
quality of the image/video. In future other evolutionary computing techniques also 
can be tried for the better results. Future research efforts focus on better PSNR and 
MSE value. There are many other methods for compression technique, like fuzzy 
logic, neural network. In compression technique we can try to implement techniques 
like neural network and fuzzy logic will further better PSNR and MSE. 
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